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Fig. 2 The lateral geniculate nucleus of a lion in coronal and sagittal sections. The 
cellular discontinuity in layer A (DISC) is shown. Medial is to the left in the upper figure 
and rostral is to the left in the lower figure. Thionin stain. 

of relay laminae, probably corresponds to portion of the visual field between the 
the representation of the ‘line of decussa- blind spot and the zero vertical meridian. 
tion” or zero vertical meridian (Kaas et al., This last point allows comparison of the 
’72a) the segment of the lateral geniculate visual field representations in the lion and 
nucleus that lies medial to the cellular dis- cat. In previous experiments (Kaas, Hoff- 
continuity in the lion must represent the mann, and Ladpli, unpublished observa- 



Responses in the retina and the LGN are more or less the same

Cleland, Dubin & Levick (1971)
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Contrast sensitivity functions of M and P cells in macaque LGN
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Fig. 3. Spatial contrast sensitivity of parvocellular units to sinusoidal gratings moving
at 5-2 Hz. Filled circles on the ordinates mark the sensitivity to modulation of a spatially
uniform field. A, C and E, type I units; B and D, type III units; F, type II unit driven
by R and G cones.

TABLE 1. Best-fitting parameters for eqn. (1)
kc rlks rs2/kc r.2
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parvocellular unit, but do not differ appreciably from one another. In a sample of
105 we encountered only 6 units that showed clearly non-linear summation, and these
could not be distinguished by their contrast sensitivity curves. (Magnocellular units
were typically 5-10 times more sensitive than parvocellular units.)
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Fig. 10. Spatial contrast sensitivity functions obtained from magnocellular units, using
gratings moving at 5-2 Hz. Filled circles on the ordinates mark sensitivities to modulation
of a spatially uniform field. A, unit that showed linear spatial summation; B. unit that
showed substantially non-linear spatial summation.

The smooth curves drawn through the points in Fig. 10 are the best-fitting solutions
to eqn. (1), which for these units provides an acceptable description of the observa-
tions. The fits of eqn. (1) were generally less good for magnocellular units than for
parvocellular ones. Parameter rc (the characteristic radius of the centre) is in
Fig. 6C and D plotted against eccentricity for all magnocellular units whose receptive
field positions are known. (For one animal, in which several magnocellular units were
studied, the record of receptive field positions is lost. ) At all eccentricities where both
groups are represented rc of the magnocellular receptive field is substantially larger
than r. of the parvocellular one only for units driven from ipsilateral retina.
The high contrast sensitivity of magnocellular units was not due to some

peculiarity of the relationship between stimulus contrast and response amplitude:
Fig. 11 shows this relationship for two units. The smooth curves drawn through the
points are best-fitting solutions to eqn. (4). Values of K and co are much smaller than
those for parvocellular units, which reflects the fact that responses of magnocellular
units saturate for much lower contrasts. However, the relationship between stimulus
contrast and response amplitude was linear over a substantial range that included
the criterion. As stimulus contrast was progressively increased, the phase of the
response advanced by between 30 and 40 deg, possibly reflecting the operation of a
'contrast gain control' (Shapley &; Victor, 1978).
Senwitivity to temporalfrequency. For most magnocellular units contrast sensitivity

to gratings of optimum spatial frequency was measured at several temporal,
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Histological processing
The position of each recorded cell was noted by reading the depth
from the hydraulic microelectrode advance (David Kopf Model 640,
Tujunga, CA, USA). Electrolytic lesions (6–20 µA, 6-20 s, electrode
negative) were made to mark selected locations on electrode tracks.
At the conclusion of recording, the animal was killed with an
overdose of pentobarbitone sodium (80–150 mg kg_1, I.V.) and
perfused intracardially with 0.25 l of saline (0.9 % NaCl). This was
followed by 0.3 l of freshly prepared 4 % paraformaldehyde in 0.1 M

phosphate buffer (PB, pH 7.4) The brain was removed and placed in
4 % paraformaldehyde in PB for 12 h, then placed in 30 % sucrose in
PB until it sank. Coronal sections of 30 µm thickness were cut on a
freezing microtome. Alternate sections were mounted onto glass
slides, air dried, then stained for Nissl substance. The position of
recorded cells was reconstructed by identifying the electrolytic
lesions and correlating changes in eye dominance with the laminar
pattern revealed by the Nissl stain (White et al. 1998). The position
of each recorded cell with respect to the laminar borders was also
calculated (White et al. 1998).

Nomenclature
We use the nomenclature of Kaas et al. (1978) to distinguish two
anatomical subdivisions of the KC pathway. These are subdivision
Ipm, which lies between the PC and MC layers, and subdivision S,
which lies ventral to the MC layers. An alternate naming scheme
(Ding & Casagrande, 1997; Hendry & Reid, 2000) identifies each part
of the KC division according to its ventro-dorsal rank in the LGN
layers, so S is equivalent to K1, and Ipm is equivalent to K3.

RESULTS
Data were obtained from 146 cells. We classified visually
responsive units as belonging to PC, KC or MC divisions of the
LGN if the reconstructed recording site could be clearly localised
with respect to the laminar borders, and did not lie within 10 %
depth of a laminar border. This criterion reduces the sample size
but at least partially compensates for positional uncertainties
which accompany the anatomical reconstruction (White et al.
1998). A total of 91 units (44 PC; 12 MC; 35 KC) met this
criterion. We maximised our yield of KC cells by using
relatively high impedance electrodes (10–15 MΩ) and by
selecting regions in the posterolateral LGN where the KC layers
are vertically oriented (Kaas et al. 1978; White et al. 1998).

A Nissl stained coronal section through the marmoset LGN
approximately midway along the antero-posterior axis is
shown in Fig. 1A. The KC subdivision is visible as a relatively
cell-sparse zone between the PC and MC layers. The path of
the recording electrode is superimposed on the section to show
the position of visually responsive units encountered in a
single penetration. 

Spatial frequency response tuning curves for a PC, KC and
MC cell encountered in this electrode penetration are shown in
Fig. 1B–D. Stimulus contrast was 100 %. The PC and MC cell

Koniocellular cells in marmoset lateral geniculate nucleus J. Physiol. 533.2 521

Figure 1. Localisation of responses
A, coronal section of the right LGN of a female marmoset. The path of an electrode penetration is shown
by the white line. Open circles show the location of visually responsive units. The end of the penetration
(in the external MC layer) is marked by an electrolytic lesion (arrow). Scale bar 1 mm. Spatial frequency
response tuning curves of three of the visually responsive units encountered in this penetration are shown
in B–D. The PC cell (B) responds to higher spatial frequencies than the KC cell (C) or the MC cell (D). The
KC cell responds at relatively low amplitude throughout its activation range.

White, Solomon & Martin, 2001

K cells in marmoset LGN



Data from PC and MC cells are shown for comparison. The
temporal sensitivity measurements include some data from our
previous study (Solomon et al. 1999).

The receptive field centre radius calculated from application
of the DOG model is shown in Fig. 7A. On average, the cells
from the more ventral KC layers have the largest centre radii
(0.36 deg, S.D. 0.16) and PC cells the smallest (0.12 deg, S.D.
0.02). Cut-off spatial frequency was calculated from centre
radius as:

÷(lnπ + lnKc + 2lnrc _ threshold)
Cut-off = ———————————————, (3)

πrc

Where threshold was set to 0.05 imp s_1 %_1 contrast, and
other symbols are as in eqn (2). The cut-off spatial frequency

for PC, MC, KC (Ipp, Ipm) and KC (Imm, S) cells is shown in
Fig. 7B. The PC and MC cells have similar, relatively high cut-
off (PC: 9.24, S.D. 6.55 cycles deg_1; MC: 7.76, S.D.
3.21 cycles deg_1) and the ventral KC layers had the lowest
(KC (Ipm, Ipp): 4.95, S.D. 3.43 cycles deg_1; KC (Imm, S): 2.22,
S.D. 1.22 cycles deg_1). This result also confirms the
differences between KC, PC and MC populations in spatial
resolution as estimated from high contrast gratings (see
above, Fig. 3). Such mean values must, however, be treated
with caution because the proportion of cells for different
eccentricities are not exactly matched (see Fig. 3), and the
sample of MC cells (n =5) is small.

Our qualitative observations using hand-held stimuli
suggested that KC cells in the ventral (S) layer had higher

A. J. R. White, S. G. Solomon and P. R. Martin528 J. Physiol. 533.2

Figure 7. Summary of receptive field properties of KC cells, as compared to PC and MC cells
Error bars show 1 standard deviation. Mean receptive field centre radius (deg) calculated from the DOG model
is shown in A. Mean receptive field centre radius (deg): PC: 0.12, S.D. 0.10; MC: 0.11, S.D. 0.06; KC (Ipp, Ipm):
0.22, S.D. 0.13; KC (Imm, S): 0.36, S.D. 0.16. Cut-off spatial frequency is shown in B. Mean values are: PC: 9.24,
S.D. 6.55; MC: 7.76, S.D. 3.21; KC (Ipp, Ipm): 4.95, S.D. 3.43; KC (Imm, S): 2.22, S.D. 1.22. Temporal contrast
gain (imp s_1 %_1) for uniform spatial modulation at 3.96 Hz. Mean values: PC: 0.63, S.D. 0.63; MC: 2.02, S.D.
2.27; KC (Ipp, Ipm) 0.63, S.D. 0.47; KC (Imm, S): 1.59, S.D. 1.50. D, average temporal modulation transfer
functions for dorsal KC cells (Ipp, Ipm) compared with that of ventral KC (Imm, S) cells.

White, Solomon & Martin, 2001
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cells were B ⁄Y cells, there was extensive overlap between the B ⁄Y-
and R ⁄G-opponent cells. Therefore, we conclude that that the latencies
of responses of LGN cells to electrical stimulation of the optic chiasma
cannot be taken as a definitive criterion for identification of LGN cells
as koniocellular or parvocellular.

Discussion

Our results suggest that the distribution of color-selective cells within
the macaque’s LGN follows a pattern similar to that described in the

marmosets (Martin et al., 1997; Szmajda et al., 2006). The fact that
the koniocellular layers of the macaque LGN are very thin and
dispersed has hampered study of the functional properties of
koniocellular regions in this species. Despite the noise that this
anatomical ‘inconvenience’ introduces into the data, we find a clear
segregation of cells with S-cone inputs (B ⁄Y-opponent cells) to the
koniocellular regions of the macaque’s LGN. It is to be noted that we
have included the koniocellular bridges within the parvocellular layers
as part of our target, koniocellular, region. About 40% (9 ⁄ 23) of the
B ⁄Y cells were in such koniocellular extensions.
Our study has not systematically included the koniocellular layers

deeper to the two magnocellular layers (K1 and K2) and any of their
extensions into neighboring magnocellular regions. However, it is
interesting that the only two B ⁄Y cells recorded ventral to K3 were
both found in the koniocellular layer, K2. It will be worthwhile to
explore whether, similar to the dorsal layers, the ventral layers of the
LGN contain koniocellular regions within them which are the targets
of S-cone signals.
We found that the latency of the spike responses to electrical

stimulation of the optic chiasma cannot be used as a definitive criterion
to identify koniocellular inputs to the macaque LGN. Even with our
limited sample, there was considerable overlap between the conduc-
tion velocities of axons of R ⁄G-opponent and B ⁄Y-opponent ganglion
cells. A similar result was obtained by Solomon et al. (2005) who
found that R ⁄G and B ⁄Y ganglion cells in intraocular recordings
showed substantial overlap in antidromically-evoked latencies. By
contrast, Irvin et al. (1986) found slow conduction velocity afferents
to the interlaminar–koniocellular layers of the LGN in the nocturnal
prosimian primate Galago. As this species lacks a functional S-cone
pathway (Deegan & Jacobs, 1996), it can be speculated that axons of
‘non-blue’ koniocellular afferents have slower conduction velocity,
but our sample had too few non-blue koniocellular cells to address this
question. It is also worth noting that, if the assessment of conduction
velocities of retinal axons is based on measurements over longer
distances than those from the optic chiasm, LGN response latencies
might be more useful in identification of very slowly conducting vs.
slowly conducting retinal afferents, as has indeed been shown for the

Fig 6. Pooled data of the laminar distribution of cell types within the LGN
from all four monkeys (n = 88). The cells are placed along the schematised
depth of the LGN, roughly proportionate to their distance from the immediately
ventral koniocellular layer. In the left panel, the B ⁄ Y cells are shown with Blue
On cells left of the vertical line and Blue Off cells to the right. In the right
panel, R ⁄ G cells are shown with Red On and Red Off left of the vertical line
and Green On and Green Off to the right. Where cells were localised in the
koniocellular bridges in the parvocellular layers, such bridges are shown in the
figure along with the cells localised within them. All except six cells (three
R ⁄G-opponent and three B ⁄Y-opponent) were localized in the expected eye-
specific layer.

Fig 7. Distribution of latencies of R ⁄G-opponent and B ⁄Y-opponent LGN
cells to electrical stimulation from electrodes placed to straddle the optic
chiasm. The inset provides the key to cell type (R ⁄G- or B ⁄Y-opponent) and
latency to electrical stimulation of either ipsilateral or contralateral optic
chiasm.

1524 S. Roy et al.
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Off-centre cells to the outer (K5, P5, K6, P6) and middle (K3, P3, K4,
P4) laminae respectively (v2 = 0.505, P = 0.48). When the R ⁄G cells
alone were analysed, a mild tendency for such segregation was seen
(v2 = 2.16, P = 0.14). Sixty-three per cent (12 out of 19) of Off-centre
cells and 43% (18 out of 42) of the On-centre cells were located in the
middle laminae.

The most clear-cut segregation found in our sample of geniculate
cells (see Fig. 6) was with regard to the distribution of R ⁄G-opponent
cells vs. cells with S-cone inputs. They differed in two ways. First, the
B ⁄Y-opponent cells were found mostly within the middle laminae
(K3–P4) rather than in the outer ones (K5–P6). While R ⁄G-opponent
cells were nearly equally common in the middle and outer layers (30
of the 61 cells being in the middle layers), most of the B ⁄Y-opponent
cells (20 ⁄ 23) were found in the middle layers (v2 = 9.89, P = 0.002).
Second, the B ⁄Y cells tended to be located in the koniocellular
regions of the LGN. As mentioned in Materials and Methods, the
koniocellular bridges and extensions into the parvocellular layers were
also included in what we term the ‘koniocellular region’ of the LGN.
When thus analysed, 74% of the B ⁄Y cells (17 ⁄ 23) were located in
such koniocellular regions, whereas only 5% (3 ⁄ 61) of the R ⁄G-
opponent cells were located in these same regions (v2 = 43.8,
P < 0.001). This is a high degree of segregation, especially consid-
ering the errors in estimation that can be potentially introduced due to

the thinness of the koniocellular layers. The reader should note that the
histological reconstructions were all done ‘double-blind’, i.e., cell
locations were identified without knowledge of their physiological
classification.

Latency of the responses of LGN neurons to electrical
stimulation of their retinal afferents

In two monkeys we obtained orthodromic spike-response latencies to
electrical stimulation of the optic chiasm. There was a wide variation in
the orthodromic latencies for both R ⁄G- and B ⁄Y-opponent cell type
(Fig. 7). It was not always possible to evoke orthodromic action
potentials in the LGN cells with the current range we used and not all
the LGN cells that could be driven by electrical stimulation were driven
from both sides of the chiasm. The mean latency for contralaterally-
evoked responses of B ⁄Y-opponent cells was only slightly longer
(5.22 ± 0.19 ms, mean ± SEM; n = 5) than the mean latency for R ⁄G-
opponent cells (4.4 ± 0.09 ms, n = 6) and this difference was not
statistically significant (Mann–Whitney U-test, P = 0.23). Similarly,
only a weak trend was seen for ipsilaterally-evoked spike-response
latencies (4.38 ± 0.22 ms, n = 5, vs. 3.9 ± 0.9 ms, n = 9; Mann–
Whitney U-test, P = 0.63). In summary, although the longest-latency

Fig 5. Electrode tracks, one from each of the four animals, with locations of the functionally identified cells, reconstructed from three or four Nissl-stained sections.
The koniocellular extensions into the parvocellular layers (into P3 in A, B and D and P4 in C) near the electrode tracks are shown, but not all such koniocellular
bridges in the sections are shown in the figure. The inset provides the key for cell types. The horizontal black lines on the electrode tracks indicate the sites of
electrolytic lesions.
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The retina signals contrast

Troy and Enroth-Cugell, Exp Brain Res,  1993
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A model of light adaptation and contrast gain control

Mante, Bonin & Carandini, Neuron, 2008
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at half-height), the within-image correlations were always low, ranging
from –0.22 (±0.02, s.e.m., n ¼ 300) to –0.21 (± 0.02).

The mild negative correlation between luminance and contrast was
due to the portions of the images taken up by the sky, where local
luminance was high but local contrast was, on average, very low. We
measured local luminance and local contrast for some of the obvious
constituents of natural images: sky, foliage, ground and backlit foliage.
From each image, we selected, by hand, rectangular regions containing
these constituents, while excluding ambiguous regions. Approximate
statistical independence was found for each of these constituents—the
correlations were 0.0, 0.2, –0.1 and –0.2 for sky, foliage, ground and
backlit foliage. This analysis of the constituents also showed that the

regions of high luminance and low contrast (bottom right of Fig. 2b)
were indeed due to the sky.

To gain more insight into the observed independence of local
luminance and contrast, we evaluated, separately, the effects of the
phase and amplitude spectra of the natural images on the joint
distribution of luminance and contrast. We assessed the role of phase
by measuring local luminance and contrast for artificial-phase images
(Fig. 2e–h). These images had the same amplitude spectrum (that is, the
same autocorrelation function) as the original images, but they had a
random phase spectrum20. They were, approximately, samples of
Gaussian noise with an amplitude spectrum that fell as 1/f, a distribution
that is typically assumed to be representative of natural images21. In
these artificial-phase images, luminance and contrast were far from
independent (Fig. 2f); the average within-image correlation was –0.77 ±
0.01. The opposite was true in artificial-amplitude images (Fig. 2i–l).
These images preserved the phases of natural images, but had an
amplitude spectrum that decreased with frequency as 1/f n (as fitted
to the amplitude versus frequency curve of each image, n¼ 1.25 ± 0.02).
In these images, luminance and contrast were much more independent
(Fig. 2j); the average within-image correlation was –0.05 ± 0.02. A look
at the conditional probabilities for luminance and contrast confirmed
their marked dependence in artificial-phase images (Fig. 2g,h) and a
much higher degree of independence in artificial-amplitude images
(Fig. 2k,l). Thus, statistical independence of luminance and contrast was
not trivial (1/f noise does not have this property), but was dependent on
the typical phase structure of natural images (see Discussion).

Luminance gain control and contrast gain control
Thanks to luminance and contrast gain control, sudden changes in
luminance or contrast that occured between fixations had a reduced
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Figure 2 Statistics of local luminance and
contrast in natural images. (a) A natural image
(same as in Fig. 1a). (b) Joint distribution of
luminance and contrast as sampled from all 300
images. These distributions represent the varia-
tion of luminance and contrast within a typical
image: specifically, we first computed the overall
average luminance and contrast across images,
and then rescaled each image so that its average
luminance and contrast would match the overall
average. The contours delineate the regions
containing 90% (red), 65% (blue) and 40%
(green) of the observations. The curves on the
sides of the joint distribution indicate the
marginal distributions of luminance and contrast.
(c) Conditional probability of observing a certain
contrast given a specified luminance. This distri-
bution is obtained by normalizing vertical slices of
the joint distribution in b. (d) Conditional probabi-
lity of observing a certain luminance given a
specified contrast. This distribution is obtained by
normalizing horizontal slices of the distribution in
b. (e) An artificial-phase image. This image has
the same amplitude spectrum as the image in a,
but a random phase spectrum. (f–h). Joint
distribution and conditional probability distribu-
tions for the 300 artificial-phase images. Format
as in b–d. (i) An artificial-amplitude image. This
image has the same phase spectrum as the image
in a, but the amplitude at each frequency is given
by the 1/fn spectrum that best fits the spectrum
of the original image. (j–l). Joint distribution and
conditional probability distributions for the 300
artificial-amplitude images. Format as in b–d.
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at half-height), the within-image correlations were always low, ranging
from –0.22 (±0.02, s.e.m., n ¼ 300) to –0.21 (± 0.02).

The mild negative correlation between luminance and contrast was
due to the portions of the images taken up by the sky, where local
luminance was high but local contrast was, on average, very low. We
measured local luminance and local contrast for some of the obvious
constituents of natural images: sky, foliage, ground and backlit foliage.
From each image, we selected, by hand, rectangular regions containing
these constituents, while excluding ambiguous regions. Approximate
statistical independence was found for each of these constituents—the
correlations were 0.0, 0.2, –0.1 and –0.2 for sky, foliage, ground and
backlit foliage. This analysis of the constituents also showed that the

regions of high luminance and low contrast (bottom right of Fig. 2b)
were indeed due to the sky.

To gain more insight into the observed independence of local
luminance and contrast, we evaluated, separately, the effects of the
phase and amplitude spectra of the natural images on the joint
distribution of luminance and contrast. We assessed the role of phase
by measuring local luminance and contrast for artificial-phase images
(Fig. 2e–h). These images had the same amplitude spectrum (that is, the
same autocorrelation function) as the original images, but they had a
random phase spectrum20. They were, approximately, samples of
Gaussian noise with an amplitude spectrum that fell as 1/f, a distribution
that is typically assumed to be representative of natural images21. In
these artificial-phase images, luminance and contrast were far from
independent (Fig. 2f); the average within-image correlation was –0.77 ±
0.01. The opposite was true in artificial-amplitude images (Fig. 2i–l).
These images preserved the phases of natural images, but had an
amplitude spectrum that decreased with frequency as 1/f n (as fitted
to the amplitude versus frequency curve of each image, n¼ 1.25 ± 0.02).
In these images, luminance and contrast were much more independent
(Fig. 2j); the average within-image correlation was –0.05 ± 0.02. A look
at the conditional probabilities for luminance and contrast confirmed
their marked dependence in artificial-phase images (Fig. 2g,h) and a
much higher degree of independence in artificial-amplitude images
(Fig. 2k,l). Thus, statistical independence of luminance and contrast was
not trivial (1/f noise does not have this property), but was dependent on
the typical phase structure of natural images (see Discussion).

Luminance gain control and contrast gain control
Thanks to luminance and contrast gain control, sudden changes in
luminance or contrast that occured between fixations had a reduced
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fixations in a natural scene. The crosses indicate fixation locations and the
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receptive field as a function of their r.m.s. contrast (ordinate) and average
luminance (abscissa).
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contrast in natural images. (a) A natural image
(same as in Fig. 1a). (b) Joint distribution of
luminance and contrast as sampled from all 300
images. These distributions represent the varia-
tion of luminance and contrast within a typical
image: specifically, we first computed the overall
average luminance and contrast across images,
and then rescaled each image so that its average
luminance and contrast would match the overall
average. The contours delineate the regions
containing 90% (red), 65% (blue) and 40%
(green) of the observations. The curves on the
sides of the joint distribution indicate the
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(c) Conditional probability of observing a certain
contrast given a specified luminance. This distri-
bution is obtained by normalizing vertical slices of
the joint distribution in b. (d) Conditional probabi-
lity of observing a certain luminance given a
specified contrast. This distribution is obtained by
normalizing horizontal slices of the distribution in
b. (e) An artificial-phase image. This image has
the same amplitude spectrum as the image in a,
but a random phase spectrum. (f–h). Joint
distribution and conditional probability distribu-
tions for the 300 artificial-phase images. Format
as in b–d. (i) An artificial-amplitude image. This
image has the same phase spectrum as the image
in a, but the amplitude at each frequency is given
by the 1/fn spectrum that best fits the spectrum
of the original image. (j–l). Joint distribution and
conditional probability distributions for the 300
artificial-amplitude images. Format as in b–d.
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at half-height), the within-image correlations were always low, ranging
from –0.22 (±0.02, s.e.m., n ¼ 300) to –0.21 (± 0.02).

The mild negative correlation between luminance and contrast was
due to the portions of the images taken up by the sky, where local
luminance was high but local contrast was, on average, very low. We
measured local luminance and local contrast for some of the obvious
constituents of natural images: sky, foliage, ground and backlit foliage.
From each image, we selected, by hand, rectangular regions containing
these constituents, while excluding ambiguous regions. Approximate
statistical independence was found for each of these constituents—the
correlations were 0.0, 0.2, –0.1 and –0.2 for sky, foliage, ground and
backlit foliage. This analysis of the constituents also showed that the

regions of high luminance and low contrast (bottom right of Fig. 2b)
were indeed due to the sky.

To gain more insight into the observed independence of local
luminance and contrast, we evaluated, separately, the effects of the
phase and amplitude spectra of the natural images on the joint
distribution of luminance and contrast. We assessed the role of phase
by measuring local luminance and contrast for artificial-phase images
(Fig. 2e–h). These images had the same amplitude spectrum (that is, the
same autocorrelation function) as the original images, but they had a
random phase spectrum20. They were, approximately, samples of
Gaussian noise with an amplitude spectrum that fell as 1/f, a distribution
that is typically assumed to be representative of natural images21. In
these artificial-phase images, luminance and contrast were far from
independent (Fig. 2f); the average within-image correlation was –0.77 ±
0.01. The opposite was true in artificial-amplitude images (Fig. 2i–l).
These images preserved the phases of natural images, but had an
amplitude spectrum that decreased with frequency as 1/f n (as fitted
to the amplitude versus frequency curve of each image, n¼ 1.25 ± 0.02).
In these images, luminance and contrast were much more independent
(Fig. 2j); the average within-image correlation was –0.05 ± 0.02. A look
at the conditional probabilities for luminance and contrast confirmed
their marked dependence in artificial-phase images (Fig. 2g,h) and a
much higher degree of independence in artificial-amplitude images
(Fig. 2k,l). Thus, statistical independence of luminance and contrast was
not trivial (1/f noise does not have this property), but was dependent on
the typical phase structure of natural images (see Discussion).

Luminance gain control and contrast gain control
Thanks to luminance and contrast gain control, sudden changes in
luminance or contrast that occured between fixations had a reduced
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fixations in a natural scene. The crosses indicate fixation locations and the
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(diameter: 11). (b) Enlargements of the image patches falling within the
receptive field as a function of their r.m.s. contrast (ordinate) and average
luminance (abscissa).
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contrast in natural images. (a) A natural image
(same as in Fig. 1a). (b) Joint distribution of
luminance and contrast as sampled from all 300
images. These distributions represent the varia-
tion of luminance and contrast within a typical
image: specifically, we first computed the overall
average luminance and contrast across images,
and then rescaled each image so that its average
luminance and contrast would match the overall
average. The contours delineate the regions
containing 90% (red), 65% (blue) and 40%
(green) of the observations. The curves on the
sides of the joint distribution indicate the
marginal distributions of luminance and contrast.
(c) Conditional probability of observing a certain
contrast given a specified luminance. This distri-
bution is obtained by normalizing vertical slices of
the joint distribution in b. (d) Conditional probabi-
lity of observing a certain luminance given a
specified contrast. This distribution is obtained by
normalizing horizontal slices of the distribution in
b. (e) An artificial-phase image. This image has
the same amplitude spectrum as the image in a,
but a random phase spectrum. (f–h). Joint
distribution and conditional probability distribu-
tions for the 300 artificial-phase images. Format
as in b–d. (i) An artificial-amplitude image. This
image has the same phase spectrum as the image
in a, but the amplitude at each frequency is given
by the 1/fn spectrum that best fits the spectrum
of the original image. (j–l). Joint distribution and
conditional probability distributions for the 300
artificial-amplitude images. Format as in b–d.
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Step in contrast

Light adaptation and contrast adaptation are very fast

Mante, Frazor, Bonin, Geisler & Carandini, Nature Neurosci, 2005



impact on the responses of the early visual system (Fig. 3). We recorded
the responses of neurons in the lateral geniculate nucleus (LGN), which
receives the output of the retina and provides input to the visual cortex.
The recordings were performed extracellularly in anesthetized, paral-
yzed cats. LGN responses were barely affected by sudden steps in
luminance (Fig. 3a) and were weakly affected by changes in contrast
(Fig. 3c). The measured responses were much smaller and occured
faster than the high-luminance responses predicted by low-luminance
measurements of the receptive field (Fig. 3b) or the high-contrast
responses predicted by low-contrast measurements of the receptive
field (Fig. 3d). These reductions in gain and the changes in dynamics
occured well within a cycle of the drifting grating (80 ms in Fig. 3a,
128 ms in Fig. 3c), confirming that the gain control mechanisms
operate very quickly, in less than 100 ms1,5,6,22–26.

Do the mechanisms of gain control for luminance and contrast
reflect the independence of luminance and contrast seen in natural
images? To react appropriately to the changes in luminance and
contrast, the corresponding gain control mechanisms should be
functionally independent. In other words, within the range of lumi-
nances encountered during natural viewing, luminance gain control
should have the same effects at all contrasts, and contrast gain control
should have the same effects at all mean luminances. Instead, if the gain
control mechanisms were appropriate for statistics other than those in
the natural environment—for example, for those of 1/f noise—one
would expect that contrast gain control would be biased by local
luminance or that luminance gain control would be biased by local

contrast. In other words, one would expect the visual system to exploit
the redundancy implicit in any lack of independence.

Independence of gain control mechanisms
To test for independence, we characterized the effects of luminance and
contrast gain control in the LGN. We recorded responses to drifting
gratings (Fig. 4) with mean luminance (6–56 cd m–2) and contrast
(10–100% Michelson contrast; 0.07–0.7 r.m.s. contrast) covering a
range extending over a factor of 10, similar to the excursion seen in
patches of natural images (Fig. 2b). To fully quantify the effects of gain
control on both the amplitude and the dynamics of the responses1, we
measured responses to a range of frequencies by increasing the drift rate
exponentially with time from 0.5 Hz to 40 Hz in 5 s and back to 0 in the
subsequent 5 s (Fig. 4a–c, and Supplementary Fig. 1 online).
The responses to these stimuli can be read as tuning functions for
stimulus temporal frequency. As expected1, the preferred temporal
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Figure 3 Effect and time course of gain control mechanisms in LGN.
(a) Response of an LGN neuron to a drifting grating of constant contrast
(14%), whose luminance steps from 32 cd m–2 to 56 cd m–2 (left) and back
to 32 cd m–2 (right). Spatial frequency and temporal frequency (12.5 Hz) are
optimal for this neuron. The temporal profile of the stimulus is shown below
the responses. Histograms (gray) were obtained by convolving the spike trains
with a Gaussian window (s ¼ 5 ms), and averaging over three stimulus
presentations. From the histograms, we computed the average response to a
cycle of the stimulus before (dashed) and after (black) the step in luminance.
The linear prediction (green) was obtained by scaling the response before the
step (dashed) by the ratio of the two luminances. (b) Comparison of average
responses to low luminance (dashed) and high luminance (black), and of the
response expected in the absence of gain control (green). (c) Response of an
LGN neuron to a drifting grating of constant luminance (32 cd m–2) whose
contrast steps from 31% to 100% (left) and back to 31% (right). Spatial
frequency and temporal frequency (7.8 Hz) are optimal for this neuron.
Histograms (gray) are the average over five stimulus presentations. The linear
prediction (green) was obtained by scaling the response before the step
(dashed) by the ratio of the two contrasts. (d) Comparison of average
responses to low contrast (dashed) and high contrast (black), and of the
response expected in the absence of gain control (green).
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Figure 4 Characterizing LGN responses at various luminances and contrasts.
(a–c) Responses of an LGN neuron (X-type, on-center) to temporal frequency
sweeps at (a) low luminance and low contrast (L ¼ 6 cd m–2, C ¼ 10%,
Michelson contrast), (b) low luminance and high contrast (L ¼ 6 cd m–2,
C ¼ 100%) and (c) high luminance and high contrast (L ¼ 54 cd m–2,
C ¼ 10%). Histograms (gray) were obtained by averaging over ten stimulus
presentations. Red curves are descriptions of the responses by the descriptive
model (Fig. 5a). Stimuli were sinusoidal gratings at optimal spatial frequency
(icons). The temporal profile of the stimuli is shown under the responses;
drift rate increased exponentially with time, from 0.5 Hz to 40 Hz in 5 s, and
back (not shown). (d–f) Impulse responses used for the predictions in a–c.
The impulse response is smaller and faster at the higher contrast (e) or
luminance (f) than at low luminance and contrast (d, and dotted curves).
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Luminance and contrast gain are rapidly regulated in LGN cells
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impact on the responses of the early visual system (Fig. 3). We recorded
the responses of neurons in the lateral geniculate nucleus (LGN), which
receives the output of the retina and provides input to the visual cortex.
The recordings were performed extracellularly in anesthetized, paral-
yzed cats. LGN responses were barely affected by sudden steps in
luminance (Fig. 3a) and were weakly affected by changes in contrast
(Fig. 3c). The measured responses were much smaller and occured
faster than the high-luminance responses predicted by low-luminance
measurements of the receptive field (Fig. 3b) or the high-contrast
responses predicted by low-contrast measurements of the receptive
field (Fig. 3d). These reductions in gain and the changes in dynamics
occured well within a cycle of the drifting grating (80 ms in Fig. 3a,
128 ms in Fig. 3c), confirming that the gain control mechanisms
operate very quickly, in less than 100 ms1,5,6,22–26.

Do the mechanisms of gain control for luminance and contrast
reflect the independence of luminance and contrast seen in natural
images? To react appropriately to the changes in luminance and
contrast, the corresponding gain control mechanisms should be
functionally independent. In other words, within the range of lumi-
nances encountered during natural viewing, luminance gain control
should have the same effects at all contrasts, and contrast gain control
should have the same effects at all mean luminances. Instead, if the gain
control mechanisms were appropriate for statistics other than those in
the natural environment—for example, for those of 1/f noise—one
would expect that contrast gain control would be biased by local
luminance or that luminance gain control would be biased by local

contrast. In other words, one would expect the visual system to exploit
the redundancy implicit in any lack of independence.

Independence of gain control mechanisms
To test for independence, we characterized the effects of luminance and
contrast gain control in the LGN. We recorded responses to drifting
gratings (Fig. 4) with mean luminance (6–56 cd m–2) and contrast
(10–100% Michelson contrast; 0.07–0.7 r.m.s. contrast) covering a
range extending over a factor of 10, similar to the excursion seen in
patches of natural images (Fig. 2b). To fully quantify the effects of gain
control on both the amplitude and the dynamics of the responses1, we
measured responses to a range of frequencies by increasing the drift rate
exponentially with time from 0.5 Hz to 40 Hz in 5 s and back to 0 in the
subsequent 5 s (Fig. 4a–c, and Supplementary Fig. 1 online).
The responses to these stimuli can be read as tuning functions for
stimulus temporal frequency. As expected1, the preferred temporal
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Figure 3 Effect and time course of gain control mechanisms in LGN.
(a) Response of an LGN neuron to a drifting grating of constant contrast
(14%), whose luminance steps from 32 cd m–2 to 56 cd m–2 (left) and back
to 32 cd m–2 (right). Spatial frequency and temporal frequency (12.5 Hz) are
optimal for this neuron. The temporal profile of the stimulus is shown below
the responses. Histograms (gray) were obtained by convolving the spike trains
with a Gaussian window (s ¼ 5 ms), and averaging over three stimulus
presentations. From the histograms, we computed the average response to a
cycle of the stimulus before (dashed) and after (black) the step in luminance.
The linear prediction (green) was obtained by scaling the response before the
step (dashed) by the ratio of the two luminances. (b) Comparison of average
responses to low luminance (dashed) and high luminance (black), and of the
response expected in the absence of gain control (green). (c) Response of an
LGN neuron to a drifting grating of constant luminance (32 cd m–2) whose
contrast steps from 31% to 100% (left) and back to 31% (right). Spatial
frequency and temporal frequency (7.8 Hz) are optimal for this neuron.
Histograms (gray) are the average over five stimulus presentations. The linear
prediction (green) was obtained by scaling the response before the step
(dashed) by the ratio of the two contrasts. (d) Comparison of average
responses to low contrast (dashed) and high contrast (black), and of the
response expected in the absence of gain control (green).
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Figure 4 Characterizing LGN responses at various luminances and contrasts.
(a–c) Responses of an LGN neuron (X-type, on-center) to temporal frequency
sweeps at (a) low luminance and low contrast (L ¼ 6 cd m–2, C ¼ 10%,
Michelson contrast), (b) low luminance and high contrast (L ¼ 6 cd m–2,
C ¼ 100%) and (c) high luminance and high contrast (L ¼ 54 cd m–2,
C ¼ 10%). Histograms (gray) were obtained by averaging over ten stimulus
presentations. Red curves are descriptions of the responses by the descriptive
model (Fig. 5a). Stimuli were sinusoidal gratings at optimal spatial frequency
(icons). The temporal profile of the stimuli is shown under the responses;
drift rate increased exponentially with time, from 0.5 Hz to 40 Hz in 5 s, and
back (not shown). (d–f) Impulse responses used for the predictions in a–c.
The impulse response is smaller and faster at the higher contrast (e) or
luminance (f) than at low luminance and contrast (d, and dotted curves).
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Luminance and contrast gain are rapidly regulated in LGN cells
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impact on the responses of the early visual system (Fig. 3). We recorded
the responses of neurons in the lateral geniculate nucleus (LGN), which
receives the output of the retina and provides input to the visual cortex.
The recordings were performed extracellularly in anesthetized, paral-
yzed cats. LGN responses were barely affected by sudden steps in
luminance (Fig. 3a) and were weakly affected by changes in contrast
(Fig. 3c). The measured responses were much smaller and occured
faster than the high-luminance responses predicted by low-luminance
measurements of the receptive field (Fig. 3b) or the high-contrast
responses predicted by low-contrast measurements of the receptive
field (Fig. 3d). These reductions in gain and the changes in dynamics
occured well within a cycle of the drifting grating (80 ms in Fig. 3a,
128 ms in Fig. 3c), confirming that the gain control mechanisms
operate very quickly, in less than 100 ms1,5,6,22–26.

Do the mechanisms of gain control for luminance and contrast
reflect the independence of luminance and contrast seen in natural
images? To react appropriately to the changes in luminance and
contrast, the corresponding gain control mechanisms should be
functionally independent. In other words, within the range of lumi-
nances encountered during natural viewing, luminance gain control
should have the same effects at all contrasts, and contrast gain control
should have the same effects at all mean luminances. Instead, if the gain
control mechanisms were appropriate for statistics other than those in
the natural environment—for example, for those of 1/f noise—one
would expect that contrast gain control would be biased by local
luminance or that luminance gain control would be biased by local

contrast. In other words, one would expect the visual system to exploit
the redundancy implicit in any lack of independence.

Independence of gain control mechanisms
To test for independence, we characterized the effects of luminance and
contrast gain control in the LGN. We recorded responses to drifting
gratings (Fig. 4) with mean luminance (6–56 cd m–2) and contrast
(10–100% Michelson contrast; 0.07–0.7 r.m.s. contrast) covering a
range extending over a factor of 10, similar to the excursion seen in
patches of natural images (Fig. 2b). To fully quantify the effects of gain
control on both the amplitude and the dynamics of the responses1, we
measured responses to a range of frequencies by increasing the drift rate
exponentially with time from 0.5 Hz to 40 Hz in 5 s and back to 0 in the
subsequent 5 s (Fig. 4a–c, and Supplementary Fig. 1 online).
The responses to these stimuli can be read as tuning functions for
stimulus temporal frequency. As expected1, the preferred temporal
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Figure 3 Effect and time course of gain control mechanisms in LGN.
(a) Response of an LGN neuron to a drifting grating of constant contrast
(14%), whose luminance steps from 32 cd m–2 to 56 cd m–2 (left) and back
to 32 cd m–2 (right). Spatial frequency and temporal frequency (12.5 Hz) are
optimal for this neuron. The temporal profile of the stimulus is shown below
the responses. Histograms (gray) were obtained by convolving the spike trains
with a Gaussian window (s ¼ 5 ms), and averaging over three stimulus
presentations. From the histograms, we computed the average response to a
cycle of the stimulus before (dashed) and after (black) the step in luminance.
The linear prediction (green) was obtained by scaling the response before the
step (dashed) by the ratio of the two luminances. (b) Comparison of average
responses to low luminance (dashed) and high luminance (black), and of the
response expected in the absence of gain control (green). (c) Response of an
LGN neuron to a drifting grating of constant luminance (32 cd m–2) whose
contrast steps from 31% to 100% (left) and back to 31% (right). Spatial
frequency and temporal frequency (7.8 Hz) are optimal for this neuron.
Histograms (gray) are the average over five stimulus presentations. The linear
prediction (green) was obtained by scaling the response before the step
(dashed) by the ratio of the two contrasts. (d) Comparison of average
responses to low contrast (dashed) and high contrast (black), and of the
response expected in the absence of gain control (green).
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Figure 4 Characterizing LGN responses at various luminances and contrasts.
(a–c) Responses of an LGN neuron (X-type, on-center) to temporal frequency
sweeps at (a) low luminance and low contrast (L ¼ 6 cd m–2, C ¼ 10%,
Michelson contrast), (b) low luminance and high contrast (L ¼ 6 cd m–2,
C ¼ 100%) and (c) high luminance and high contrast (L ¼ 54 cd m–2,
C ¼ 10%). Histograms (gray) were obtained by averaging over ten stimulus
presentations. Red curves are descriptions of the responses by the descriptive
model (Fig. 5a). Stimuli were sinusoidal gratings at optimal spatial frequency
(icons). The temporal profile of the stimuli is shown under the responses;
drift rate increased exponentially with time, from 0.5 Hz to 40 Hz in 5 s, and
back (not shown). (d–f) Impulse responses used for the predictions in a–c.
The impulse response is smaller and faster at the higher contrast (e) or
luminance (f) than at low luminance and contrast (d, and dotted curves).
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impact on the responses of the early visual system (Fig. 3). We recorded
the responses of neurons in the lateral geniculate nucleus (LGN), which
receives the output of the retina and provides input to the visual cortex.
The recordings were performed extracellularly in anesthetized, paral-
yzed cats. LGN responses were barely affected by sudden steps in
luminance (Fig. 3a) and were weakly affected by changes in contrast
(Fig. 3c). The measured responses were much smaller and occured
faster than the high-luminance responses predicted by low-luminance
measurements of the receptive field (Fig. 3b) or the high-contrast
responses predicted by low-contrast measurements of the receptive
field (Fig. 3d). These reductions in gain and the changes in dynamics
occured well within a cycle of the drifting grating (80 ms in Fig. 3a,
128 ms in Fig. 3c), confirming that the gain control mechanisms
operate very quickly, in less than 100 ms1,5,6,22–26.

Do the mechanisms of gain control for luminance and contrast
reflect the independence of luminance and contrast seen in natural
images? To react appropriately to the changes in luminance and
contrast, the corresponding gain control mechanisms should be
functionally independent. In other words, within the range of lumi-
nances encountered during natural viewing, luminance gain control
should have the same effects at all contrasts, and contrast gain control
should have the same effects at all mean luminances. Instead, if the gain
control mechanisms were appropriate for statistics other than those in
the natural environment—for example, for those of 1/f noise—one
would expect that contrast gain control would be biased by local
luminance or that luminance gain control would be biased by local

contrast. In other words, one would expect the visual system to exploit
the redundancy implicit in any lack of independence.

Independence of gain control mechanisms
To test for independence, we characterized the effects of luminance and
contrast gain control in the LGN. We recorded responses to drifting
gratings (Fig. 4) with mean luminance (6–56 cd m–2) and contrast
(10–100% Michelson contrast; 0.07–0.7 r.m.s. contrast) covering a
range extending over a factor of 10, similar to the excursion seen in
patches of natural images (Fig. 2b). To fully quantify the effects of gain
control on both the amplitude and the dynamics of the responses1, we
measured responses to a range of frequencies by increasing the drift rate
exponentially with time from 0.5 Hz to 40 Hz in 5 s and back to 0 in the
subsequent 5 s (Fig. 4a–c, and Supplementary Fig. 1 online).
The responses to these stimuli can be read as tuning functions for
stimulus temporal frequency. As expected1, the preferred temporal
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Figure 3 Effect and time course of gain control mechanisms in LGN.
(a) Response of an LGN neuron to a drifting grating of constant contrast
(14%), whose luminance steps from 32 cd m–2 to 56 cd m–2 (left) and back
to 32 cd m–2 (right). Spatial frequency and temporal frequency (12.5 Hz) are
optimal for this neuron. The temporal profile of the stimulus is shown below
the responses. Histograms (gray) were obtained by convolving the spike trains
with a Gaussian window (s ¼ 5 ms), and averaging over three stimulus
presentations. From the histograms, we computed the average response to a
cycle of the stimulus before (dashed) and after (black) the step in luminance.
The linear prediction (green) was obtained by scaling the response before the
step (dashed) by the ratio of the two luminances. (b) Comparison of average
responses to low luminance (dashed) and high luminance (black), and of the
response expected in the absence of gain control (green). (c) Response of an
LGN neuron to a drifting grating of constant luminance (32 cd m–2) whose
contrast steps from 31% to 100% (left) and back to 31% (right). Spatial
frequency and temporal frequency (7.8 Hz) are optimal for this neuron.
Histograms (gray) are the average over five stimulus presentations. The linear
prediction (green) was obtained by scaling the response before the step
(dashed) by the ratio of the two contrasts. (d) Comparison of average
responses to low contrast (dashed) and high contrast (black), and of the
response expected in the absence of gain control (green).
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Figure 4 Characterizing LGN responses at various luminances and contrasts.
(a–c) Responses of an LGN neuron (X-type, on-center) to temporal frequency
sweeps at (a) low luminance and low contrast (L ¼ 6 cd m–2, C ¼ 10%,
Michelson contrast), (b) low luminance and high contrast (L ¼ 6 cd m–2,
C ¼ 100%) and (c) high luminance and high contrast (L ¼ 54 cd m–2,
C ¼ 10%). Histograms (gray) were obtained by averaging over ten stimulus
presentations. Red curves are descriptions of the responses by the descriptive
model (Fig. 5a). Stimuli were sinusoidal gratings at optimal spatial frequency
(icons). The temporal profile of the stimuli is shown under the responses;
drift rate increased exponentially with time, from 0.5 Hz to 40 Hz in 5 s, and
back (not shown). (d–f) Impulse responses used for the predictions in a–c.
The impulse response is smaller and faster at the higher contrast (e) or
luminance (f) than at low luminance and contrast (d, and dotted curves).
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frequency was substantially higher at higher contrast (Fig. 4b) or
at higher luminance (Fig. 4c) than at lower luminance and
contrast (Fig. 4a).

To summarize the responses in each stimulus condition (that is, each
fixed mean luminance and contrast), we fitted them with a descriptive
model. In this model (Fig. 5a), stimulus luminance was filtered
by a linear receptive field, whose output was rectified to yield positive
firing rates. The impulse response (the temporal profile of the receptive
field) was estimated independently for each
stimulus condition (Fig. 4d–f). The descrip-
tive model captured response amplitude and
phase over the entire range of tested temporal
frequencies (Fig. 4a–c and Supplementary
Fig. 2 online). For over half of the cells in
our population (N ¼ 40), it accounted
for more than 85% of the stimulus-
driven variance in the responses (Fig. 5b).

Differences between predicted and measured responses were due
mostly to short transients occurring at the onset of the rising phase
of a cycle. These transients corresponded to bursts of action poten-
tials27, which the model was not designed to produce.

When either mean luminance or contrast was changed, the gain
control mechanisms had potent effects on the impulse response4,28

(Fig. 4d–f). One effect of increasing mean luminance or contrast was
on the impulse response’s amplitude, which decreased markedly. For
example, the peak-to-peak amplitude was reduced by 59% by increas-
ing the contrast (Fig. 4e) and by 71% by increasing the luminance
(Fig. 4f), relative to the case of low luminance and low contrast
(Fig. 4d). This decrease countered the increase in signal strength,
reducing the dependence of the responses on mean luminance and
contrast and adjusting the cell’s dynamic range to the prevalent
stimulus conditions. The other effect of increasing mean luminance
or contrast was on the impulse response’s time course, which became
more transient. For example, the duration of the impulse response was
reduced from 94 ms at low luminance and contrast (Fig. 4d) to 55 ms
at the higher contrast (Fig. 4e) and to 48 ms at the higher luminance
(Fig. 4f). This reduction modified the temporal frequency tuning of the
responses, increasing the preferred temporal frequency as mean lumi-
nance and contrast increased (Fig. 4a–c).

Our method for measuring impulse responses yielded robust mea-
sures, which were not affected by slow contrast-adaptation mechan-
isms6,29–32. The responses in the first 5 s, when frequency ramped up
from 0.5 Hz to 40 Hz, were essentially identical to those in the
subsequent 5 s, when frequency ramped back down (Supplementary
Fig. 1). Moreover, responses commonly remained constant over 20 s of
stimulation with a drifting grating of constant frequency (Fig. 3c).
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Figure 5 The two models used to describe LGN responses, and a measure
of their performance. (a) The descriptive model: stimulus luminance is
integrated by the spatial receptive field, filtered by the impulse response
(red), added to Gaussian noise and rectified. (b) Quality of predictions for the
descriptive model, measured by the percentage of stimulus-driven response
variance explained by the model. N ¼ 40. The median is 85% (arrow).
(c) The separable model. The impulse response is the convolution of three
filters: a fixed filter (pink), a luminance gain filter (blue) and a contrast gain
filter (green). (d) Quality of predictions for the separable model. The median
explained variance is 81% (arrow).
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Figure 6 Independence of the effects of
luminance gain control and contrast gain control.
(a) Impulse responses of the cell in Figure 4,
measured by fitting the descriptive model for all
combinations of mean luminance and contrast.
(b) The amplitude of the transfer functions
corresponding to those impulse responses, as a
function of frequency. (c) Impulse responses
predicted by the separable model (yellow),
compared to those predicted by the descriptive
model (red, replotted from a for comparison).
The latter are barely visible in the superposition,
indicating that the predicted impulse responses
are extremely similar. Each impulse response
(yellow) is the convolution of the fixed filter (pink)
with the luminance gain filter in the appropriate
column (blue) and a contrast gain filter in the
appropriate row (green). (d) The amplitude
transfer functions corresponding to those impulse
responses, as a function of frequency. The arrows
between the panels indicate the sequence of
operations: Fourier transform (FT, a to b), singular
value decomposition (SVD, b to d), and inverse
Fourier transform (FT–1, d to c).
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Luminance and contrast gain are independently regulated in LGN cells
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frequency was substantially higher at higher contrast (Fig. 4b) or
at higher luminance (Fig. 4c) than at lower luminance and
contrast (Fig. 4a).

To summarize the responses in each stimulus condition (that is, each
fixed mean luminance and contrast), we fitted them with a descriptive
model. In this model (Fig. 5a), stimulus luminance was filtered
by a linear receptive field, whose output was rectified to yield positive
firing rates. The impulse response (the temporal profile of the receptive
field) was estimated independently for each
stimulus condition (Fig. 4d–f). The descrip-
tive model captured response amplitude and
phase over the entire range of tested temporal
frequencies (Fig. 4a–c and Supplementary
Fig. 2 online). For over half of the cells in
our population (N ¼ 40), it accounted
for more than 85% of the stimulus-
driven variance in the responses (Fig. 5b).

Differences between predicted and measured responses were due
mostly to short transients occurring at the onset of the rising phase
of a cycle. These transients corresponded to bursts of action poten-
tials27, which the model was not designed to produce.

When either mean luminance or contrast was changed, the gain
control mechanisms had potent effects on the impulse response4,28

(Fig. 4d–f). One effect of increasing mean luminance or contrast was
on the impulse response’s amplitude, which decreased markedly. For
example, the peak-to-peak amplitude was reduced by 59% by increas-
ing the contrast (Fig. 4e) and by 71% by increasing the luminance
(Fig. 4f), relative to the case of low luminance and low contrast
(Fig. 4d). This decrease countered the increase in signal strength,
reducing the dependence of the responses on mean luminance and
contrast and adjusting the cell’s dynamic range to the prevalent
stimulus conditions. The other effect of increasing mean luminance
or contrast was on the impulse response’s time course, which became
more transient. For example, the duration of the impulse response was
reduced from 94 ms at low luminance and contrast (Fig. 4d) to 55 ms
at the higher contrast (Fig. 4e) and to 48 ms at the higher luminance
(Fig. 4f). This reduction modified the temporal frequency tuning of the
responses, increasing the preferred temporal frequency as mean lumi-
nance and contrast increased (Fig. 4a–c).

Our method for measuring impulse responses yielded robust mea-
sures, which were not affected by slow contrast-adaptation mechan-
isms6,29–32. The responses in the first 5 s, when frequency ramped up
from 0.5 Hz to 40 Hz, were essentially identical to those in the
subsequent 5 s, when frequency ramped back down (Supplementary
Fig. 1). Moreover, responses commonly remained constant over 20 s of
stimulation with a drifting grating of constant frequency (Fig. 3c).
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Figure 5 The two models used to describe LGN responses, and a measure
of their performance. (a) The descriptive model: stimulus luminance is
integrated by the spatial receptive field, filtered by the impulse response
(red), added to Gaussian noise and rectified. (b) Quality of predictions for the
descriptive model, measured by the percentage of stimulus-driven response
variance explained by the model. N ¼ 40. The median is 85% (arrow).
(c) The separable model. The impulse response is the convolution of three
filters: a fixed filter (pink), a luminance gain filter (blue) and a contrast gain
filter (green). (d) Quality of predictions for the separable model. The median
explained variance is 81% (arrow).
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Figure 6 Independence of the effects of
luminance gain control and contrast gain control.
(a) Impulse responses of the cell in Figure 4,
measured by fitting the descriptive model for all
combinations of mean luminance and contrast.
(b) The amplitude of the transfer functions
corresponding to those impulse responses, as a
function of frequency. (c) Impulse responses
predicted by the separable model (yellow),
compared to those predicted by the descriptive
model (red, replotted from a for comparison).
The latter are barely visible in the superposition,
indicating that the predicted impulse responses
are extremely similar. Each impulse response
(yellow) is the convolution of the fixed filter (pink)
with the luminance gain filter in the appropriate
column (blue) and a contrast gain filter in the
appropriate row (green). (d) The amplitude
transfer functions corresponding to those impulse
responses, as a function of frequency. The arrows
between the panels indicate the sequence of
operations: Fourier transform (FT, a to b), singular
value decomposition (SVD, b to d), and inverse
Fourier transform (FT–1, d to c).
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frequency was substantially higher at higher contrast (Fig. 4b) or
at higher luminance (Fig. 4c) than at lower luminance and
contrast (Fig. 4a).

To summarize the responses in each stimulus condition (that is, each
fixed mean luminance and contrast), we fitted them with a descriptive
model. In this model (Fig. 5a), stimulus luminance was filtered
by a linear receptive field, whose output was rectified to yield positive
firing rates. The impulse response (the temporal profile of the receptive
field) was estimated independently for each
stimulus condition (Fig. 4d–f). The descrip-
tive model captured response amplitude and
phase over the entire range of tested temporal
frequencies (Fig. 4a–c and Supplementary
Fig. 2 online). For over half of the cells in
our population (N ¼ 40), it accounted
for more than 85% of the stimulus-
driven variance in the responses (Fig. 5b).

Differences between predicted and measured responses were due
mostly to short transients occurring at the onset of the rising phase
of a cycle. These transients corresponded to bursts of action poten-
tials27, which the model was not designed to produce.

When either mean luminance or contrast was changed, the gain
control mechanisms had potent effects on the impulse response4,28

(Fig. 4d–f). One effect of increasing mean luminance or contrast was
on the impulse response’s amplitude, which decreased markedly. For
example, the peak-to-peak amplitude was reduced by 59% by increas-
ing the contrast (Fig. 4e) and by 71% by increasing the luminance
(Fig. 4f), relative to the case of low luminance and low contrast
(Fig. 4d). This decrease countered the increase in signal strength,
reducing the dependence of the responses on mean luminance and
contrast and adjusting the cell’s dynamic range to the prevalent
stimulus conditions. The other effect of increasing mean luminance
or contrast was on the impulse response’s time course, which became
more transient. For example, the duration of the impulse response was
reduced from 94 ms at low luminance and contrast (Fig. 4d) to 55 ms
at the higher contrast (Fig. 4e) and to 48 ms at the higher luminance
(Fig. 4f). This reduction modified the temporal frequency tuning of the
responses, increasing the preferred temporal frequency as mean lumi-
nance and contrast increased (Fig. 4a–c).

Our method for measuring impulse responses yielded robust mea-
sures, which were not affected by slow contrast-adaptation mechan-
isms6,29–32. The responses in the first 5 s, when frequency ramped up
from 0.5 Hz to 40 Hz, were essentially identical to those in the
subsequent 5 s, when frequency ramped back down (Supplementary
Fig. 1). Moreover, responses commonly remained constant over 20 s of
stimulation with a drifting grating of constant frequency (Fig. 3c).
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Figure 5 The two models used to describe LGN responses, and a measure
of their performance. (a) The descriptive model: stimulus luminance is
integrated by the spatial receptive field, filtered by the impulse response
(red), added to Gaussian noise and rectified. (b) Quality of predictions for the
descriptive model, measured by the percentage of stimulus-driven response
variance explained by the model. N ¼ 40. The median is 85% (arrow).
(c) The separable model. The impulse response is the convolution of three
filters: a fixed filter (pink), a luminance gain filter (blue) and a contrast gain
filter (green). (d) Quality of predictions for the separable model. The median
explained variance is 81% (arrow).
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Figure 6 Independence of the effects of
luminance gain control and contrast gain control.
(a) Impulse responses of the cell in Figure 4,
measured by fitting the descriptive model for all
combinations of mean luminance and contrast.
(b) The amplitude of the transfer functions
corresponding to those impulse responses, as a
function of frequency. (c) Impulse responses
predicted by the separable model (yellow),
compared to those predicted by the descriptive
model (red, replotted from a for comparison).
The latter are barely visible in the superposition,
indicating that the predicted impulse responses
are extremely similar. Each impulse response
(yellow) is the convolution of the fixed filter (pink)
with the luminance gain filter in the appropriate
column (blue) and a contrast gain filter in the
appropriate row (green). (d) The amplitude
transfer functions corresponding to those impulse
responses, as a function of frequency. The arrows
between the panels indicate the sequence of
operations: Fourier transform (FT, a to b), singular
value decomposition (SVD, b to d), and inverse
Fourier transform (FT–1, d to c).
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Thus, slow contrast adaptation mechanisms operating over time
courses of seconds had little (if any) role in these responses.

To test whether luminance gain control and contrast gain control
operate independently of each other, we asked whether these responses
could be explained by a separable model (Fig. 5c,d). This separable
model is a special case of the descriptive model described above
(Fig. 5a). In the model, the impulse response is described by a fixed
filter followed by two variable filters: one for luminance gain control,
which depends only on mean luminance, and one for contrast gain
control, which depends only on contrast. This model makes a strong
prediction: the effects on the impulse response of changing luminance
should be the same for all contrasts, and the effects of changing contrast
should be the same for all luminances.

We tested this prediction on measurements made at a variety of
luminances and contrasts (Fig. 6). To estimate the filters in the
separable model, we started from the impulse responses measured
with the descriptive model (Fig. 6a), and we applied a series of simple
mathematical operations (Fig 6b–d; see also Supplementary Methods
online). The first operation was the Fourier transform (Fig. 6b), which
expressed each impulse response as a transfer function in the frequency
domain; the advantage of this representation is that the transfer
function of a series of filters (the three filters in the separable model,
Fig. 5c) is the product of the transfer functions of the filters. According
to the separable model, the matrix of transfer functions (Fig. 6b)
should be separable: each transfer function should be the product of
three transfer functions—a fixed one, one that depends only on
luminance and one that depends only on contrast. The best estimates
for the three transfer functions were obtained through singular value
decomposition (Fig. 6d). This operation yielded (i) a fixed transfer
function (pink), (ii) transfer functions that depended only on
luminance (blue) and (iii) transfer functions that depended only on
contrast (green). Finally, we performed an inverse Fourier transform to
convert the transfer functions back into impulse responses in the
time domain. The predicted impulse responses were very similar

to the measured ones (Fig. 6c). For each combination of luminance
and contrast, the model predicted that the impulse response was the
convolution of the fixed filter with the corresponding snapshots of the
filters for luminance gain control and contrast gain control (that
is, the filters in the appropriate column and row). As expected,
these filters become larger and slower as luminance or contrast is
decreased (Fig. 6c).

The separable model provided excellent fits to the data. First, it
predicted impulse responses that were barely distinguishable from those
estimated by the descriptive model (Fig. 6c). This was the case not
only for the on-center, X-type cell (Fig. 6) but also for off-center cells
and Y-type cells (Supplementary Fig. 3 online). Second, it predicted the
firing rate responses almost as well as did the descriptive model
(compare Fig. 5b and 5d). The percentage of stimulus-driven variance
explained by the two models was comparable, with a median across cells
of 81% for the separable model versus 85% for the descriptive model. In
fact, we chose the example cell (shown in Fig. 6) because the quality of
the fits was the same as the median values, 81% and 85%.

This performance was notable, given that the separable model has
many fewer degrees of freedom than the descriptive model. To predict
the responses, the descriptive model requires 25 filters (one impulse
response for each combination of mean luminance and contrast),
whereas the separable model requires only 10 filters (the fixed filter
plus the snapshots of the variable filters for five luminances and four
contrasts; see Methods).

Another way to gauge the quality of the separable model was to
consider what would happen if the luminance and contrast gain
mechanisms were instead matched to the statistics of 1/f noise, for
which there is an inverse relationship between luminance and contrast
(Fig. 2f). If this were the case, the full matrix of responses should be
explained by only one gain control mechanism, which could operate
based on luminance alone or contrast alone. We tested this hypothesis
by trying to predict the full set of responses with a one-dimensional
subset of impulse responses. We used the impulse responses estimated
at combinations of luminance and contrast lying close to a line with the
slope observed in a 1/f world (Fig. 2f). For each luminance, the
impulse response nearest to the line was used to predict the responses
obtained at all contrasts. This method yielded poor fits, explaining only
35% (median) of the stimulus-driven variance of the responses,
implying that our analysis was sensitive enough to reject plausible
alternatives to the independence assumption.

Finally, an intuitive way to summarize the effects of gain control—
and to gauge the performance of the separable model—is to consider
overall measures of gain and integration time (Fig. 7). As a measure
of overall gain, we took the average of the amplitude of the transfer
function between 0.5 Hz and 15 Hz (at higher frequencies gain is barely
affected by changes in luminance and contrast). This overall gain was
plotted as a function of luminance (Fig. 7a). The slope of the curves
was close to –1 in logarithmic axes, indicating that overall gain was
inversely proportional to luminance1. On the other hand, overall gain
decreased more modestly with contrast (Fig. 7b, slope of curves is
shallower than –1). Indeed, at low temporal frequencies, LGN
responses were largely independent of mean luminance (Fig. 3a,b),
whereas they did grow with contrast (Fig 3c,d). As an overall measure
of integration time, we took the slope of the best-fitting line relating the
phase of the transfer function to frequency, weighted by the amplitude
at each frequency33. As expected, integration time decreased with
luminance (Fig. 7c) and with contrast (Fig. 7d). All of these effects
were very well captured by the separable model (Fig. 7), confirming
that the effects of luminance and contrast gain control are independent
of each other.
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Figure 7 Summary of the effects of luminance and contrast, and predictions
of the separable model. Data points indicate the overall gain (top) and
integration time (bottom) for the data of Figure 6. Lines show the predictions
of the separable model. (a) Overall gain as a function of mean luminance, for
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surgical knife, consisting of a steel
blade (2.5 millimeters long, 2 milli-
meters wide) attached to a needle shaft.
With the shaft held in the electrode
carrier of a stereotaxic machine and
vibrated transversely by a massage vi-
brator to achieve better cutting, the
knife was inserted beneath the medial
superior colliculi after being passed
over the cerebellum and the inferior
colliculi. Then it was moved to either
side of the midbrain as vibration was
continued. Histological results for the
animals tested on visual discrimination
problems are illustrated in Fig. 1.

Lesions of the visual cortex were
produced by suction removal of the
pial surface of areas 17 and 18 in many
cases of bilateral lesion, or of a wider
area in several cases of unilateral le-
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sion. Inspection of cell-stained serial
sections from the brains of the animals
with bilateral lesions revealed degener-
ative changes throughout most of the
dorsal lateral geniculate nucleus and,
to a lesser extent, in the lateral nucleus
of the thalamus. Cell loss in degener-
ated areas was not complete, in con-
trast to reported effects of such lesions
in rats and monkeys. The histological
results are illustrated in Fig. 2, where
the additional degeneration produced
by the larger lesions in some cases of
unilateral lesion is also presented.
The experiments reviewed here in-

volved 38 brain-damaged hamsters, 13
normal controls that had undergone
sham operations, and numerous addi-
tional normal animals used in supple-
mentary observations.

"Clinical" Tests: Tectal Blindness

A simple perimetry technique en-
ables an observer to demonstrate a
hamster's capacity for locating a stim-
ulus-usually a hand-held sunflower
seed-placed at various locations near
the animal's head. A normal animal
accustomed to contact with humans
will move its head in various direc-
tions-to the right, to the left, or up-
ward-in order to obtain a seed, often
before the hand-held seed touches its
whiskers. If the animal's eyes have
been removed, no such movements
occur until the whiskers are touched,
at which time the animal moves its
head in the direction of the food and
takes it in its mouth. Systematic appli-
cation of this technique, involving

HI

B
Fig. 2. (A) Dorsal view of hamster brain drawn to scale. (Left side) Fiber-architectonic map of visual areas (31); the numbering
is Krieg's for the rat (32). Dashed lines indicate difficulty in consistent delineation; absence of border, as between areas 7 and
18, indicates that there were no sharp changes in histological appearance in the 25-micron frontal sections used. (Right side)
Outlines of largest and smallest neocortical lesions. The horizontal bars cover the lesion of most of areas 17 and 18; the place-
ment of the lesion was based on an early mapping of visual cortex by cytoarchitecture (appearance and organization of cell
bodies). The scale is in millimeters; the lambda point serves as the zero reference in the anterior-posterior plane. The brain is
correctly aligned when the skull is leveled by placing the bregma and the occipitointerparietal suture at equal elevations. (B)
Drawings of frontal sections through the thalamus below a cortical lesion showing typical patterns of partial retrograde
degeneration following the smallest type (top) and largest type of lesion. Density of stippling or lines corresponds to severity
of degeneration. Not shown is the partial degeneration usually found in the anteroventral nucleus and, in the case of the largest
type of lesion, in the medial geniculate nucleus. Dashed lines indicate divisions difficult to delineate. (HL) Lateral habenular
nucleus; (HM) medial habenular nucleus; (f) fornix; (GLD) dorsal lateral geniculate nucleus; (GLV) ventral lateral genic-
ulate nucleus; (IL) intralaminar nuclei; (L) lateral nucleus; (lme) external medullary lamina; (LP) lateral posterior nucleus;
(MD) medial dorsal nucleus; (mt) mamillothalamic tract; (nTO) nucleus of the optic tract; (ped) cerebral peduncle; (PF) para-
fascicular nucleus; (PT) pretectal nucleus; (r) fasciculus retroflexus; (R) reticular nucleus; (sm) stria medullaris; (SO) supraoptic
nucleus; (STh) subthalamic nucleus; (to) optic tract; (V) ventral nucleus; (VMH) ventromedial nucleus of the hypothalamus.
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the liver within the critical postnatal
hours. Furthermore, any treatment may
adversely affect the delicate metabolic
balance of the newborn, whereas fetal
rats may tolerate artificial interference
better, since their metabolism is buf-
fered by that of the mother.

The foregoing results (Fig. 5) dem-
onstrate the possibility of producing
newborns with a "precocious" enzyme
pattern. Injection of fetuses with a
combination of appropriate hormones
that may extensively enhance biochem-
ical differentiation could be looked up-
on as a way to shorten the necessary
period of gestation. Such enhancement
by the prenatally initiated formation of
enzymes necessary for important liver
functions may be of particular benefit
to prematurely born animals.

Summary

The course of enzymic differentia-
tion in liver can be altered in a positive,
biologically meaningful direction by the
administration of glucagon, epinephrine,
and thyroxine to fetal rats in utero. The
premature accumulations of specific
enzymes occur within hours after such

administration, are inhibited by actino-
mycin, and provide a suitable system
for studying the mechanism of gene
expression. Glucagon and epinephrine
are probably the natural stimuli for
the formation of enzymes that accumu-
late precipitously during the hours im-
mediately following birth. Their action
may be mediated through cyclic AMP;
dibutyryl cyclic AMP can evoke the ap-
pearance of tyrosine aminotransferase
in fetal livers too young to respond to
glucagon. Thyroxine is important in
promoting aspects of enzymic differen-
tiation that occur during late fetal life.

Rats injected prenatally with thy-
roxine were born with precociously
elevated levels of liver enzymes. Such
artificial stimulation of the course of
enzyme differentiation during the fetal
stage may facilitate the metabolic ad-
justment of newborn or prematurely
born animals to extrauterine existence.
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Two Visual Systems

Brain mechanisms for localization and discrimination
are dissociated by tectal and cortical lesions.

Gerald E. Schneider

The term vision subsumes a complex
variety of processes, thus, for fruitful
scientific discussion, a reference to
"vision" usually requires further speci-
fication. Likewise the term blindness is
not self-defining. An animal or patient
showing what appears to be total blind-
ness under one set of conditions may
reveal considerable visual capacity in
a different situation. Such phenomena

The author is assistant professor of psychology
at the Massachusetts Institute of Technology,
Cambridge.
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have led to discrepant conclusions in
the literature on the neurological bases
of vision, particularly on visual defects
following various types of brain dam-
age. The discrepancies have often been
resolved through careful attention to
stimulus conditions: variations in level
of illumination, movement of stimuli,
and type of pattern have led to the
definition of particular types of partial
blindness. However, the nature of the
response has received less attention in
studies of visual processes: an-anopia

found in a test requiring one type of
response may vanish or turn out to be
an amblyopia in tests requiring a dif-
ferent response.

For example, after preliminary neu-
rological testing of golden hamsters
with total ablations of the superior
colliculi of the midbrain, I concluded
that they were essentially blind (though
their pupils still reacted to light). Un-
like normal animals, they could find
food only by touch and olfaction. I
initially assumed that an inability to
localize a stimulus in visual space
(that is, to make orienting movements
of the head or body in the direction of
a stimulus within the field of vision)
implied an inability to identify shapes
and patterns visually, since shapes and
patterns are defined by the spatial ar-
rangement of their parts. But subse-
quent experiments (1) which required
different responses have forced me to
drop this assumption, for the "blind-
ness" appeared only when orienting
movements were required. Study of
other hamsters after ablations of visual
areas of the cerebral cortex showed
that a related assumption-the assump-
tion that the ability to localize objects
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mammals. This is most evident in the
recent studies of tectal lesions in cats
and hamsters, but it may be true even
for monkeys and man. One laboratory
(27) has reported that ablations of the
superior colliculi in monkeys resulted in
profound disturbances of visual re-
sponsiveness, interpreted as "a severe
loss in visual attention." Attention is
commonly assumed to be manifested by
orienting movements, or even to be
directly dependent upon such move-
ments. My hamsters certainly lost the
ability to make orienting movements,
although independent measures of arrest
responses and of visual discrimination
learning proved them to be in other
respects quite capable of paying atten-
tion. Experiments leading to contrary
interpretations are not hard to find..
From a second laboratory (28) come
reports that ablations of the superior
colliculi in monkeys led to no more than
transitory effects in tests which concen-
trated on measures of eye movements.
From a third laboratory (29), from an
experiment not originally directed at
solving this problem, comes an account
of findings intermediate between no
effects at all and general losses of atten-
tion. Large lesions in the superior collic-
uli of rhesus monkeys resulted in what
was described as a "peripheral field de-
fect." It may be that only in the periph-
ery of the visual fields of the monkey
are the demands on orienting mecha-
nisms similar to those in the entire
visual field of the hamster. In the pe-
ripheral field of higher primates, head
movements may well play a proportion-
ately greater role in shifts of gaze than
eye movements do. If the superior col-
liculus is more important for head
movements, the study of eye movements
alone after superior-colliculus ablation
may not reveal a defect. Again my sug-
gestion is that various responses as well
as various stimuli must be investigated.

Thus, some of the contradictions in
the literature are beginning to be ex-
plained. In animals such as monkey or
man, the exquisite cortical mechanisms
for detailed discrimination and for
plastic motor control can mask the func-
tions of the ancient tectal mechanism.
However, the degree of this masking
may depend on the point of view of
the investigator. We may perhaps gain
some direct notion of tectal control
when we experience an abrupt, in-
voluntary orientation of the head to-
ward a suddenly moving or otherwise
compelling stimulus in the periphery of
our field of vision, or toward an un-
expected or ominous sound. In the
28 FEBRUARY 1969

hamster, this kind of orientation is the
principal type.
How general is the dissociation be-

tween visuomotor mechanisms for local-
ization and identification? A recent
symposium (30) has dealt with this
question. Different approaches to prob-
lems of understanding visually guided
behavior in fish, hamster, monkey, and
man indicate that the distinction be-
tween localizing and identifying may
be useful in attempting to interpret
quite diverse results of comparative
anatomical, physiological, and be-
havioral studies. An answer to the ques-
tion "Where is it?," when put to the
visual systems of mammals like the
hamster, requires the optic tectum, if
the answer is to be given in terms of
visuomotor localizing responses. By
contrast, an answer to the question
"What is it?" requires forebrain mecha-
nisms (the visual cortical areas in mam-
mals), at least if the answer is to be in
the form of a learned response. Differ-
ent systems for visual localization may
be important in some species, and the
learning of visual discriminations may
not always demand mediation by cor-

tical structures. However, a good case
can be made for the notion that a dis-
sociation of the two mechanisms-for
localization and for identification-can
be considered basically similar in the
central-nervous-system control of vision
in all higher vertebrates.

Summary

Fundamentally different types of rel-
ative blindness are produced by abla-
tion of cortical or tectal visual areas of
the hamster's brain. Undercutting the
superior colliculus abolishes the ability
to orient toward an object, but not
the ability to identify it, according to
tests of pattern discrimination learning.
Ablating visual cortical areas has re-
ciprocally opposite effects.

Such results, obtainable only by
varying the required response as well as
the stimulus in tests of visually guided
behavior, may be interpreted as a dis-
sociation between mechanisms for two
types of visuomotor control which are
maintained throughout vertebrate evolu-
tion, although the possibility that the
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the liver within the critical postnatal
hours. Furthermore, any treatment may
adversely affect the delicate metabolic
balance of the newborn, whereas fetal
rats may tolerate artificial interference
better, since their metabolism is buf-
fered by that of the mother.

The foregoing results (Fig. 5) dem-
onstrate the possibility of producing
newborns with a "precocious" enzyme
pattern. Injection of fetuses with a
combination of appropriate hormones
that may extensively enhance biochem-
ical differentiation could be looked up-
on as a way to shorten the necessary
period of gestation. Such enhancement
by the prenatally initiated formation of
enzymes necessary for important liver
functions may be of particular benefit
to prematurely born animals.

Summary

The course of enzymic differentia-
tion in liver can be altered in a positive,
biologically meaningful direction by the
administration of glucagon, epinephrine,
and thyroxine to fetal rats in utero. The
premature accumulations of specific
enzymes occur within hours after such

administration, are inhibited by actino-
mycin, and provide a suitable system
for studying the mechanism of gene
expression. Glucagon and epinephrine
are probably the natural stimuli for
the formation of enzymes that accumu-
late precipitously during the hours im-
mediately following birth. Their action
may be mediated through cyclic AMP;
dibutyryl cyclic AMP can evoke the ap-
pearance of tyrosine aminotransferase
in fetal livers too young to respond to
glucagon. Thyroxine is important in
promoting aspects of enzymic differen-
tiation that occur during late fetal life.

Rats injected prenatally with thy-
roxine were born with precociously
elevated levels of liver enzymes. Such
artificial stimulation of the course of
enzyme differentiation during the fetal
stage may facilitate the metabolic ad-
justment of newborn or prematurely
born animals to extrauterine existence.
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variety of processes, thus, for fruitful
scientific discussion, a reference to
"vision" usually requires further speci-
fication. Likewise the term blindness is
not self-defining. An animal or patient
showing what appears to be total blind-
ness under one set of conditions may
reveal considerable visual capacity in
a different situation. Such phenomena
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have led to discrepant conclusions in
the literature on the neurological bases
of vision, particularly on visual defects
following various types of brain dam-
age. The discrepancies have often been
resolved through careful attention to
stimulus conditions: variations in level
of illumination, movement of stimuli,
and type of pattern have led to the
definition of particular types of partial
blindness. However, the nature of the
response has received less attention in
studies of visual processes: an-anopia

found in a test requiring one type of
response may vanish or turn out to be
an amblyopia in tests requiring a dif-
ferent response.

For example, after preliminary neu-
rological testing of golden hamsters
with total ablations of the superior
colliculi of the midbrain, I concluded
that they were essentially blind (though
their pupils still reacted to light). Un-
like normal animals, they could find
food only by touch and olfaction. I
initially assumed that an inability to
localize a stimulus in visual space
(that is, to make orienting movements
of the head or body in the direction of
a stimulus within the field of vision)
implied an inability to identify shapes
and patterns visually, since shapes and
patterns are defined by the spatial ar-
rangement of their parts. But subse-
quent experiments (1) which required
different responses have forced me to
drop this assumption, for the "blind-
ness" appeared only when orienting
movements were required. Study of
other hamsters after ablations of visual
areas of the cerebral cortex showed
that a related assumption-the assump-
tion that the ability to localize objects
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