
A prime advantage of monkeys is that they have a visual 
system that is almost identical to that in humans. They have 
eyes in the front of their head (not on the side like birds and 
rodents), a high resolution fovea in the center of the eye 
(rodents do not), and they move the eyes just as do humans.

Bob Wurtz 
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Retinal cell type diversity and circuit specificity
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We found that 14 ganglion cell populations showed heter-
ologous coupling to amacrine cells, whose arbors were often
visible, allowing for examination of their soma/dendritic mor-
phologies. Interestingly, all coupled amacrine cells observed
in this study were either polyaxonal or wide-field amacrine
cells, whereas we found no evidence of coupling between
ganglion cells and narrow-field amacrine cells. However, la-

bels of many coupled amacrine cells were restricted to their
soma and yet to be morphologically characterized.

Role of ganglion cell coupling
Overall, our results indicate that nearly three-quarters of the

ganglion cells in the mouse retina are coupled to ganglion cell
and/or amacrine cell neighbors. This extensive coupling in the

Figure 13.
Summary diagram showing camera lucida drawings of representative ganglion cells. G1–G22 labels on the top represent the name of each
ganglion cell subtype. Proximally and distally stratifying dendrites of bistratified ganglion cells are shown in black and gray, respectively. a,
axon. Scale bar ! 100 "m.
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The distribution of rods and 
cones in human retina
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Fig. 6. Ganglion cell (GC) density as a function of eccentricity along the horizontal (A, C) and vertical 
(B, D ) meridians of the composite retina. A, B show foveal and C, D show peripheral ganglion cell density at 
appropriate scales. The gap in the nasal curve at 4 mm represents the site of the optic disk. 

(Fig. 5B, 6A,B). The area with fewer than 2,500 ganglion 
cells/mm2 (dark blue contour in Fig. 5B) is 330 1-Lm in 
diameter in the average retina. Ganglion cells were found as 
close as 63 IJ.ffi and as far as 234 IJ.ffi from the foveal center 
along different meridians of different eyes, indicating that 
the border of the foveal pit is not distinct. Peak ganglion cell 
density averages 35,100 cells/mm2 and is found about 1 mm 
from the foveal center. In individual eyes, peak density 
ranges from 31,600 to 37,800 cells/mm2 (Table 3), and the 

Fig. 5. Computer-generated maps of ganglion cells, cones, and 
cone: ganglion cell ratio in the average retina, all displayed as the fundus 
of a left eye. Bars at lower right explain color-coding. The upper bar 
applies to panels A and B and shows the spatial density (cells/mm') of 
ganglion cells (A) and cones (B) in the range from 0 to 15,000 cells/mm2

• 

The first interval is at 500 cells/mm2 , and the others arc at intervals of 
1,000 cells/mm2• Densities above 15,000 cells/mm' are represented by 
white. The second bar applies to panel C and shows the range from 0 to 
40,000 ganglion cells/mm2 at intervals of2,500 cells/mm2 • It also applies 
to panel D, where it shows the range from 0 to 200,000 cones/mm2 at 
intervals of 12,500 cones/mm'. The third bar applies to panel E and 
shows cone:ganglion cell ratio over a range ofO to 40 in intervals of2.5. 
The color denoted by the question mark indicates where this ratio 
cannot be directly determined because of lateral displaced ganglion 
cells. A: Ganglion cells in the average retina, showing features of the 
vi.sual streak: 1) elongation of isodensity contours along the horizontal 
meridian; 2) displacement of isodensity contours into nasal retina, 
which increases with eccentricity; and 3) displacement of contours 
superiorly. The lines of isoeccentricity in the overlying grid are at 
intervals of 6 mm, and the black oval is the optic disk. B: Distribution of 

site of peak density is in superior nasal retina (3/6), inferior 
nasal (1/6), or at several sites in nasal retina (2/6). At 
greater eccentricities within central retina, ganglion cell 
density falls off with eccentricity more rapidly along the 
vertical meridian than along the horizontal meridian. !so-
density contours are elliptical in all eyes, and in the average 
eye (Fig. 5C), the ratio of the horizontal extent of the 
peripheral 20,000 cells/mm2 contour to its vertical extent 
(axial ratio) is 1.28. Ganglion cell density is about 15% 

cones in the same eyes mapped for ganglion cells. The conventions for 
the overlying grid are the same as in A. Note: 1) constriction of 
isodensity contours to form a cone streak (Packer et al., '89); 2) higher 
cone density in nasal than temporal retina; 3) slightly higher cone 
density in inferior than superior retina; and 4) leveling off and slight 
increase in cone density in the far nasal retina. C: Ganglion cells in the 
fovea. Lines ofisoeccentricity in the overlying grid are at intervals of0.4 
mm. Nasal is to the left. Note the roughly circular zone (dark blue) with 
2,500 or less ganglion cells/mm', a horizontally e longated ring of high 
density at 0.4-2.0 mm eccentricity, and higher densities in nasal retina. 
D: Foveal cones in the same retinas mapped for ganglion cells. The 
conventions for the overlying grid arc the same as for C. Peak density at 
the foveal center is 205,000 cells/mm' ; density declines by half within 
150 1.1-m and by an order of magnitude within 1 mm. E: Ratio of cones to 
ganglion cells, as determined from local spatial densities of both cell 
types outside the area (shown in purple) with laterally displaced 
ganglion cells. Ratios in the purple zone are indeterminate without 
additional information. Conventions for t he overlying grid are the same 
as for A. 

Sampling of visual space by human retinal ganglion cells

Curcio & Allen, 1990
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Sampling of visual space by different mouse ganglion cell types

Bleckert et al, 2014
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Figure 4. Sampling of Frontal Visual Space Is Enhanced in AON-S RGC Distributions, which Contrast with the Distributions of Known RGC Types

(A) Azimuthal equilateral projections of retina space for AON-S RGCdistributions from right (red) and left (blue) eyes shown in Figures 1 and S1, reconstructed
and plotted using the Retistruct package [40]. Isodensity lines demarcate 5%, 25%, 50%, 75%, and 95%contours of the peak density located at the asterisk
(w180 cells/mm2). Cyan lines delineate computed sutures of the original relief cuts made for flat-mount preparation.
(B) Sinusoidal projection of mouse visual space for AON-S RGC distributions from retinas in (A) (see the Supplemental Experimental Procedures). Red outline
represents the edge of the right retina; blue outline represents the edge of the left retina. N, nasal; D, dorsal; V, ventral; T, temporal, indicate the projection of
the corresponding pole of the retina. Gray circle represents the position of the optic nerve head. Note the peak densities for right and left retinas (red and blue
asterisks) and increased density (75% and 50% isodensity lines) are biased toward the vertical midline (0) corresponding to rostral frontal visual fields
of mice.
(C) The density of the total RGC population peaks at a location just nasal and ventral of the optic nerve head (black asterisk) (schematized from [41]; see also
[42, 43]).
(D) In contrast, we show here that AON-S and likely AOFF-S RGCs have peak densities in the temporal-dorsal retina, whereas AOFF-T RGCs are relatively more
uniformly distributed across the retina.
(E) Furthermore, the distributions of previously characterized RGCs show varied or flat distributions.
The density colormaps in (C) and (E) are schematics based on previously reported RGCdensities and changes in dendritic arbor sizes (see the Supplemental
Experimental Procedures). Density color maps in (D) are schematics based on the distributions of AON-S and AOFF-T RGCs shown in Figure S1 and predicted
from AOFF-S dendritic arbor sizes illustrated in Figure S2.
See also Figure S2.
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  Table 13.1 

 A catalog of retinal ganglion cell types in the mammalian retina a    

 Icon  Mouse  Rabbit  Cat  Macaque  Properties 

  

 M1 1,2   Outer 
melanopsin 3  

 Large sparse dendrites. ON sluggish 
synaptic response. 

  

 M2 1,2   Inner 
melanopsin 3  

 Large complex dendrites. ON sluggish 
synaptic response. 

  

 ON DS 
temporal 4  

 ON DS temporal 5   ON DS. Preferred direction temporal. 

  

 ON DS ventral, 4  
Spig-1 EGFP 6,7  

 ON DS ventral 5   ON DS. Preferred direction ventral. 

  

 ON, DS 
dorsal 4,6,7  

 ON DS dorsal 5   ON DS. Preferred direction dorsal. 

  

 ON – OFF DS 
temporal 8  

 ON – OFF DS 
temporal 9  

 Theta? 10   Recursive 
bistratified? 11  

 ON-OFF DS. Preferred direction 
temporal. 

  

 ON-OFF DS 
dorsal 8  

 ON-OFF DS 
dorsal 9  

 Theta? 10   Recursive 
bistratified? 11  

 ON-OFF DS. Preferred direction 
dorsal. 

  

 Drd4-EGFP, 12  
W9 8  

 ON – OFF, DS 
nasal 9  

 Theta? 10   Recursive 
bistratified? 11  

 ON-OFF DS. Preferred direction nasal. 

  

 BD-CreER, 8  
Hb9-EGFP 13  

 ON – OFF, DS 
ventral 9  

 Theta? 10   Recursive 
bistratified? 11  

 ON-OFF DS. Preferred direction 
ventral. Asymmetric dendrites in 
mouse. 

  

 JAM-B 14   OFF coupled 15 , 
G3 16  

 OFF DS. Preferred direction ventral. 
Highly asymmetric dendrites point 
ventral. 
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 Icon  Mouse  Rabbit  Cat  Macaque  Properties 

  

 ON alpha, 17  
PV-Cre-1 18  

 ON alpha 19   ON 
alpha 20,21  

 Large dendritic field. ON response. 

  

 PV-Cre-3 18   ON parasol 15   ON parasol 22   Medium dendritic field. ON response. 

  

 ON smooth 23  

  

 ON beta 15   ON beta 24   Small dendritic field. ON response. 

  

 ON midget 22   Small dendritic field. ON response. 

  

 OFF beta 15   OFF beta 24   Small dendritic field. OFF response. 

  

 OFF midget 22   Small dendritic field. OFF response. 

  

 PV-Cre-4 18   OFF parasol 15   Eta? 25   OFF parasol 22   Medium dendritic field. OFF response. 

  

 OFF alpha 
transient 17 , 
PV-Cre-5 18  

 OFF alpha 19   OFF alpha 24   OFF smooth 23   Large dendritic field. OFF response. 

  

 OFF alpha 
Sustained, 17  
PV-Cre-6 18  

 OFF delta 15   OFF delta 10   Large dendritic field. OFF sustained 
response. 

Table 13.1

A catalog of retinal ganglion cell types in the mammalian retinaa (Continued)
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 Icon  Mouse  Rabbit  Cat  Macaque  Properties 

  

 ON-bistratified? 15   Small-bistratified 11   ON excitation, OFF inhibition, 
blue-yellow opponent in macaque. 

  

 Large-bistratified 11   Blue-yellow opponent. 

  

 W3 26   Local edge 
Detector 5,27  

 Zeta 28   Broad thorny 11   ON – OFF, strong surround, fast 
ON – OFF inhibition. 

  

 Epsilon? 29   Recursive 
monostratified 11  

  

 ON narrow 
thorny 11  

  

 OFF narrow 
thorny 11  

  

 Uniformity 
Detector 30  

 Uniformity 
Detector 31  

 Transiently suppressed by visual stimuli. 
ON-OFF response. Dendrites just 
outside the ChAT bands. 

     a Each graphic icon illustrates stratification of the dendritic tree in the IPL, divided into 10 laminae ( Siegert et al., 2009 ). For 
each type we list the defining morphological and physiological features and identify its plausible correspondences in four 
species, as supported by the cited literature. For further detail on cross-species comparisons, see Berson (2008). Note that many 
of these ganglion cell types have only sparse and partial entries, emphasizing the need for future work to round out the catalog 
of retinal output signals.   

    References :  1  Hattar et al. (2006).   2  Schmidt et al. (2011b).   3  Dacey et al. (2005).   4  Sun et al. (2006).   5  Barlow, Hill,  &  Levick (1964), 
but see Kanjhan  &  Sivyer (2010) and Hoshi et al. (2011) for finer divisions.   6  Yonehara et al. (2009).   7 Yonehara et al. (2008). 
 8 Kay et al. (2011).  9  Oyster  &  Barlow (1967).   10 Isayama, Berson,  &  Pu (2000).  11  Dacey (2004).   12  Huberman et al. (2009). 
  13  Trenholm et al. (2011) erroneously identified the preferred direction as temporal.   14 Kim et al. (2008).  15  Roska, Molnar,  &  
Werblin (2006).  16 Hoshi et al. (2011).   17  Pang, Gao,  &  Wu (2003).   18  M ü nch et al. (2009).   19  Zhang et al. (2005).   20  Cleland, Levick, 
 &  W ä ssle (1975).   21  W ä ssle, Peichl,  &  Boycott (1981).  22 Dacey  &  Packer (2003).  23 Crook et al. (2008).   24  W ä ssle, Boycott,  &  Illing 
(1981).   25  Berson, Isayama,  &  Pu (1999).  26 Kim et al. (2010).  27 van Wyk, Taylor,  &  Vaney (2006).   28  Berson, Pu,  &  Famiglietti 
(1998).   29  Pu, Berson,  &  Pan (1994).  30 Sivyer  &  Vaney (2010).  31 Cleland  &  Levick (1974).     
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A catalog of retinal ganglion cell types in the mammalian retinaa (Continued)

However, with exception of a few ganglion cell types, 
the functional distinctions among all these visual path-
ways have been more difficult to understand. Recent 
technical advances have greatly accelerated this research 
program, in particular the ability to genetically mark 

and manipulate cell types ( Azeredo da Silveira  &  Roska, 
2011 ;  Huberman et al., 2009 ;  Kay et al., 2011 ;  Kim et 
al., 2008 ;  Yonehara et al., 2008 ). The fundamental new 
insight is that the gene expression patterns of distinct 
cell types are quite different. With advanced molecular, 
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 Icon  Mouse  Rabbit  Cat  Macaque  Properties 

  

 ON alpha, 17  
PV-Cre-1 18  

 ON alpha 19   ON 
alpha 20,21  

 Large dendritic field. ON response. 

  

 PV-Cre-3 18   ON parasol 15   ON parasol 22   Medium dendritic field. ON response. 
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 ON midget 22   Small dendritic field. ON response. 

  

 OFF beta 15   OFF beta 24   Small dendritic field. OFF response. 
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 PV-Cre-4 18   OFF parasol 15   Eta? 25   OFF parasol 22   Medium dendritic field. OFF response. 
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transient 17 , 
PV-Cre-5 18  

 OFF alpha 19   OFF alpha 24   OFF smooth 23   Large dendritic field. OFF response. 
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response. 
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Midget cells are about half of all primate ganglion cells
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Primate Color Opponent Ganglion Cells

Inferred Receptive Field Description

DeMonasterio & Gouras (1975)
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This combination of a short-
wavelength cone and one or
more long-wavelength cones is a
virtually universal feature of
mammalian retinas14. At one
time, many mammals were
thought to lack color vision, and

indeed an animal with only these two visual pigments is a
dichromat—in everyday language, red–green ‘color blind.’ But
the phrase is misleading; the distance between the peak sensi-
tivities of the short and long opsins spans the wavelengths
reflected by important objects in the natural world, and an ani-
mal with only those opsins has a strong form of color vision.
If any doubt exists on this point, one should remember that
roughly 5% of humans inherit this form of dichromacy, but
many learn of it only during adulthood, when first confront-
ed by tests designed to reveal variations in color vision.

The pathway from rods to ganglion cells
Most amacrine cells and all ganglion cells receive their main bipo-
lar cell synapses from cone bipolars, but retinas work in starlight
as well as daylight, and this range is created by a division of labor
between cones (for bright light) and rods (for dim light). Signals
originating in rod photoreceptors reach the retinal ganglion cells
via an indirect route using as its final path the axon terminals of
the cone bipolar cells34–37.

That a single set of ganglion cells is used for both starlight
and sunlight represents an obvious efficiency, long known from
electrophysiological findings. However, it was not obvious a pri-

Fig. 3. The connections with cones and axonal
stratification of different types of bipolar cells.
Five different types of bipolar cells are illus-
trated. Two of them are diffuse (chromatically
nonselective) ON bipolar cells terminating in
the inner half of the inner plexiform layer. Two
are diffuse OFF bipolar cells terminating in the
outer half. Each samples indiscriminately from
the spectral classes of cones. The blue cone
bipolar, however, contacts only blue cones and
thus is spectrally tuned to short wavelengths.
Within the ON or OFF sublayer, axons of the
bipolar cells terminate at different levels, indi-
cating that they contact different sets of postsy-
naptic partners. After refs. 9 and 17.

Fig. 2. The bipolar cell pathways of
mammalian retinas, assembled from
individual components. This diagram
is intended to emphasize the overall
organization of the parallel channels,
and much detail is omitted. Many pri-
mate retinas have midget bipolar  and
ganglion cells, but only a few have a
separate red and green channels.
Rods are not as clumped as would be
suggested here. For visual clarity,
cones are shown contacting only a
single bipolar cell each; in fact, all
cones contact several bipolar cells, as
shown in Figs. 3, 4 and 6. For the
detailed synaptology of the rod path-
way, see refs. 36, 37, 125.

Early in evolution, two cone opsins diverged, one with max-
imal absorption at long wavelengths and one with maximal
absorption at short wavelengths12–14. Because an individual cone
contains only a single spectral type of opsin, this creates two types
of cones, one reporting on long wavelengths and one on short;
by comparing their outputs, the retina can create a single signal
that reflects the spectral composition of the stimulus.

The short-wavelength-sensitive cone, familiarly termed the
‘blue cone,’ occupies a distinct and simple position in the array
of retinal circuitry: blue cones synapse on their own specialized
type of bipolar cell, which in turn synapses on a dedicated class of
retinal ganglion cells32,33. Blue cones generally make up less than
15% of all cones. The retina thus contains many long-wavelength
cones, which communicate to ganglion cells via a variety of bipo-
lar cells, a single type of blue cone, and a single type of blue cone-
driven bipolar cell (Figs. 2d and 3).

The synaptic connections of the inner retina are arranged
so that the outputs of some ganglion cells compare the respons-
es of the blue cones with those of the long-wavelength cones.
For example, the ganglion cell may be excited by short-wave-
length stimuli and inhibited by long wavelengths. This repre-
sents an economy; a single signal tells the brain where along
the spectrum from blue to yellow the
stimulus lies.
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Color-opponent midget cells: a primate specialization

addition, where each cone drives one on and one off
midget, we know the two midgets have the same
receptive field location. Specifically, the function
returned by Equation 9 is multiplied by 60 =2 =3 / 2¼
30 =6 to reflect the halved density, conversion to row
spacing, and conversion to arcmin. The agreement is
excellent. This is not surprising, since Rossi and
Roorda previously showed good agreement with the
formula of Drasdo et al. (2007), to which ours is similar
for small eccentricities.

Estimates of peripheral acuity are complicated by the
possibility of aliasing. Anderson, Mullen, and Hess
(1991) attempted to bypass this problem by using
direction discrimination of drifting gratings. Their
results are plotted in Figure 18, along with calculations
of Nyquist frequency of the on- or off-center mRGCf
lattice from Equations 8 and A3. The agreement is
reasonable. One caveat regarding the comparison at r¼
0 is that these data were collected with Gabor targets
that extended (at half height) well over 0.58, so that
performance may reflect the averaging spacing over
that area. The precise relationship between mRGCf
spacing and acuity is beyond the scope of this paper
(Anderson & Thibos, 1999), here we only point to the
general agreement in both the shape and absolute level
of the calculations.

Comparison with Sjöstrand

In a series of papers Sjöstrand, Popovic, and
colleagues measured human RGC densities at eccen-
tricities from about 28 to 348 eccentricity along the
vertical meridian in sectioned human retinas (Popovic
& Sjöstrand, 2001, 2005; Sjöstrand, Olsson, Popovic,
& Conradi, 1999; Sjostrand, Popovic, Conradi, &
Marshall, 1999). From these densities, using their own
estimates of displacement, the inferred RGC spacing
at various eccentricities. Their formula for conversion

from density to spacing actually yields the row spacing
(Equation A1) not the spacing between cells (Equation
A4), which is 2 / =3 larger. Even taking this into
account, their values are about a factor 0.75 smaller
than those computed from our formula for the mean
of superior and inferior meridians. However their
values are also discrepant with Drasdo’s formula
(Figure 6) and with spacing estimated from Dacey’s
estimates of mRGC field diameter (Figure 16). Some
part of this discrepancy may arise from their formula
for displacement, which though similar in form is only
half the magnitude of ours or that of Drasdo, who has
also commented on this discrepancy (Drasdo et al.,
2007).

Popovic and Sjöstrand (2005) measured acuity of
three observers at eccentricities between 5.88 and 26.48
in both eyes, one of which was subsequently enucle-
ated. Ganglion cell densities and spacings were
measured along the vertical meridian. Acuity (MAR)
was measured using high-pass resolution perimetry.
They found MAR was approximately proportional to
RGC spacing over the full range of eccentricities. The
constant of proportionality was rather large (4.24),
especially compared to the value of 1 we have used in
Figures 17 and 18. They note that correcting for the
low contrast of their target (0.25), and considering
only spacing in one class (on or off) of midget cells as
we have done, would lower the constant to 1.43. The
remaining discrepancy may be due to their low
estimates of spacing, as noted above. In general, their
results support the notion that psychophysical reso-
lution is governed by the mRGC spacing.

Midget fraction

Perhaps the least secure element of our formula is the
midget fraction, the function describing the fraction of
all ganglion cells that are midget as a function of
eccentricity. As noted above (Figure 8) there are
discrepancies between available estimates. We have
adopted the formula of Drasdo, but it is unclear
whether that is accurate, especially at very large
eccentricities, where it continues to descend to values as
low as 0.25. In the periphery, where his estimates are
arguably most accurate, Dacey’s estimates appear the
level off at about 0.5. Until more definitive estimates
are available, we will have to acknowledge the
speculative nature of this element.

Variability

I have based my formula on average densities of
cones and retinal ganglion cells (Curcio & Allen,

Figure 18. Human grating acuity (points) from Anderson et al.
(1991) and calculated Nyquist frequency of midget RGC.
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 Icon  Mouse  Rabbit  Cat  Macaque  Properties 

  

 ON-bistratified? 15   Small-bistratified 11   ON excitation, OFF inhibition, 
blue-yellow opponent in macaque. 

  

 Large-bistratified 11   Blue-yellow opponent. 

  

 W3 26   Local edge 
Detector 5,27  

 Zeta 28   Broad thorny 11   ON – OFF, strong surround, fast 
ON – OFF inhibition. 

  

 Epsilon? 29   Recursive 
monostratified 11  

  

 ON narrow 
thorny 11  

  

 OFF narrow 
thorny 11  

  

 Uniformity 
Detector 30  

 Uniformity 
Detector 31  

 Transiently suppressed by visual stimuli. 
ON-OFF response. Dendrites just 
outside the ChAT bands. 

     a Each graphic icon illustrates stratification of the dendritic tree in the IPL, divided into 10 laminae ( Siegert et al., 2009 ). For 
each type we list the defining morphological and physiological features and identify its plausible correspondences in four 
species, as supported by the cited literature. For further detail on cross-species comparisons, see Berson (2008). Note that many 
of these ganglion cell types have only sparse and partial entries, emphasizing the need for future work to round out the catalog 
of retinal output signals.   

    References :  1  Hattar et al. (2006).   2  Schmidt et al. (2011b).   3  Dacey et al. (2005).   4  Sun et al. (2006).   5  Barlow, Hill,  &  Levick (1964), 
but see Kanjhan  &  Sivyer (2010) and Hoshi et al. (2011) for finer divisions.   6  Yonehara et al. (2009).   7 Yonehara et al. (2008). 
 8 Kay et al. (2011).  9  Oyster  &  Barlow (1967).   10 Isayama, Berson,  &  Pu (2000).  11  Dacey (2004).   12  Huberman et al. (2009). 
  13  Trenholm et al. (2011) erroneously identified the preferred direction as temporal.   14 Kim et al. (2008).  15  Roska, Molnar,  &  
Werblin (2006).  16 Hoshi et al. (2011).   17  Pang, Gao,  &  Wu (2003).   18  M ü nch et al. (2009).   19  Zhang et al. (2005).   20  Cleland, Levick, 
 &  W ä ssle (1975).   21  W ä ssle, Peichl,  &  Boycott (1981).  22 Dacey  &  Packer (2003).  23 Crook et al. (2008).   24  W ä ssle, Boycott,  &  Illing 
(1981).   25  Berson, Isayama,  &  Pu (1999).  26 Kim et al. (2010).  27 van Wyk, Taylor,  &  Vaney (2006).   28  Berson, Pu,  &  Famiglietti 
(1998).   29  Pu, Berson,  &  Pan (1994).  30 Sivyer  &  Vaney (2010).  31 Cleland  &  Levick (1974).     

Table 13.1

A catalog of retinal ganglion cell types in the mammalian retinaa (Continued)

However, with exception of a few ganglion cell types, 
the functional distinctions among all these visual path-
ways have been more difficult to understand. Recent 
technical advances have greatly accelerated this research 
program, in particular the ability to genetically mark 

and manipulate cell types ( Azeredo da Silveira  &  Roska, 
2011 ;  Huberman et al., 2009 ;  Kay et al., 2011 ;  Kim et 
al., 2008 ;  Yonehara et al., 2008 ). The fundamental new 
insight is that the gene expression patterns of distinct 
cell types are quite different. With advanced molecular, 
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 Icon  Mouse  Rabbit  Cat  Macaque  Properties 

  

 ON alpha, 17  
PV-Cre-1 18  

 ON alpha 19   ON 
alpha 20,21  

 Large dendritic field. ON response. 

  

 PV-Cre-3 18   ON parasol 15   ON parasol 22   Medium dendritic field. ON response. 

  

 ON smooth 23  

  

 ON beta 15   ON beta 24   Small dendritic field. ON response. 

  

 ON midget 22   Small dendritic field. ON response. 

  

 OFF beta 15   OFF beta 24   Small dendritic field. OFF response. 

  

 OFF midget 22   Small dendritic field. OFF response. 

  

 PV-Cre-4 18   OFF parasol 15   Eta? 25   OFF parasol 22   Medium dendritic field. OFF response. 

  

 OFF alpha 
transient 17 , 
PV-Cre-5 18  

 OFF alpha 19   OFF alpha 24   OFF smooth 23   Large dendritic field. OFF response. 

  

 OFF alpha 
Sustained, 17  
PV-Cre-6 18  

 OFF delta 15   OFF delta 10   Large dendritic field. OFF sustained 
response. 

Table 13.1

A catalog of retinal ganglion cell types in the mammalian retinaa (Continued)

continued

Diversity of ganglion cell morphology in mammalian retina

Dacey et al., 2010



Given these observations, one is led to consider stimuli that
restrict motion entirely to the receptive field center of the W3
cell and avoid driving the surround. One such condition occurs
when a bird circles or approaches at some distance overhead.
This action produces a small dark patch moving against a bright
background. Even if the observer is in motion, the background
sky is largely featureless and thus produces little or no pattern
motion on the retina that could trigger retinal suppression. We
generated silhouettes of birds, flying with a range of velocities
as measured in the wild (35) and at varying apparent distances
(Fig. 6). The W3 cells responded with a strong burst of spikes for
silhouettes whose diameter matched the W3 receptive field center
(Fig. 6A). At twice this retinal size, the response was weaker but
still reliable. At twice the size again, the W3 cells remained silent,
presumably because the silhouette swept into the suppressive
surround (Fig. 6C), much as in the close-up movies of Fig. 2C. In
summary, even for a carefully designed stimulus—dark spots on
a blank background—the response of W3 cells was remarkably
size selective.

Discussion
The central result of this study is that the most numerous gan-
glion cell type in the mouse retina—the “W3” cell—acts as a
highly specific feature detector. Surprisingly they do not partic-
ipate at all in encoding the retinal image during active locomo-
tion of the mouse (Fig. 2). Instead they appear selective for
stimuli that might result under attack from aerial predators (Fig.
6). This selectivity stands in contrast to that in the retinas of
other mammals, like the cat and the macaque, in which the
densest ganglion cells encode the visual image with only minimal
and generic processing (30, 36).

Neural Circuits Leading to W3 Cells: Working Model. To reach these
conclusions we exploited a transgenic mouse line that selectively
labels W3 ganglion cells. We showed that these neurons repre-
sent a single natural cell type because they cover the retina in
a mosaic fashion, albeit with considerable dendritic overlap (Fig.
1). The W3 cells exhibit rather complex visual responses, yet they
can be understood within a compact model for neural circuits in
the inner retina (Fig. 5I). We emphasize that this working model
will need to be tested in future experiments, including anatom-
ical verification of the proposed connections.

In this putative circuit, the W3 cell receives synapses from
both On- and Off-bipolar cells, as suggested by its responses at
both light On and light Off (Fig. 3) and a dendritic arbor that
spans the On–Off boundary in the IPL (Fig. 1D). These bipolar
synapses should be at least partly rectifying (37), so that the On
and Off inputs do not cancel postsynaptically. This effect can
arise if the bipolar cell synapse is poised at a very low basal rate
of transmitter release. The rectification can also explain the
strong response to reversal of a fine grating in the center (Fig. 4),
because that stimulus will excite either On or Off bipolars at
every location. The model predicts correctly that this process
works until the grating bars are finer than a bipolar cell receptive
field, ∼25 μm for type 3 bipolars (32).
Amacrine cells from the surround region of the circuit make

inhibitory synapses both with the W3 cell directly and with the
bipolar cell terminals that feed it, which accounts for the ob-
served feedforward and feedback inhibition (Fig. 5F). Much of
this inhibition arrives from spiking axon-bearing amacrine cells
that can transmit laterally over long distances (38, 39). We
suggest that the participating amacrine cells also receive rectified
input from both On and Off bipolars, because both On and Off
transitions inhibit the W3 cell (Fig. 5B), even if the spatial pat-
tern is a fine grating (Fig. 5E). Of course this is a parsimonious
picture, and instead the inhibition might be combined from
multiple amacrine types that each have purely On or Off
responses. In any case, the On–Off rectification means that the
surround is strictly suppressive: Any change of illumination there
will transiently decrease excitation and increase inhibition of the
W3 cell. By comparison, other ganglion cell types, including the
J-RGCs (15), have a more linear surround response and can be
led to spike by proper stimulation of the surround alone.

W3 Cells Are Feature Detectors Suitable for Detecting Aerial Predators.
The exceptionally powerful surround circuits ensure that W3 cells
remain suppressed under most conditions of stimulation (Fig. 2).
Within our survey of stimuli, the only condition that elicits reliable
responses is movement of a small spot on a background that is
either perfectly still or unpatterned. In the natural environment
this situation occurs, for example, when a bird moves against the
sky (Fig. 6).
Could the W3 cells reliably save a mouse from such an aerial

predator? The strongest response was seen when the bird’s wing
span just covers the receptive field center (Fig. 6A), an angular
subtense of 4°. This stimulus occurs with the bird at a distance of
14 wing spans. Large birds fly at speeds of 5–12 wing spans per
second (35). Thus, from the moment when W3 cells optimally
signal the predator, the mouse still has a generous 1.2–2.8 s to
escape. By the time the image is large enough to suppress W3
cell firing (Fig. 6C), only ∼0.4 s remains to impact. If the animal
has not already initiated escape at that time, its retina will soon
cease functioning permanently.
The spatial and temporal characteristics of the W3 response

appear well suited for an alarm function. This ganglion cell
population shows the highest cell density in the ventral part of
the retina, which is directed at the sky. The small receptive field
center is essential to detect the predator at large enough dis-
tance. The strong suppressive surround in turn serves to silence
the W3 cells under almost all other conditions—including the
optic flow generated by self-movement (Fig. 2 A and B)—so that
their spikes can be interpreted reliably as cause for alarm. The
relatively slow kinetics of the W3 cell could be seen as a detri-
ment for a rapid alarm system. The light response of W3 cells
lags that of many other RGC types by ∼30 ms (Fig. 3C, iv). One
consequence of this slow center excitation is that surround in-
hibition can “catch up” and veto the center input before it leads
to spikes. In fact, for a global motion stimulus, the inhibition
even peaks before the excitation (Fig. 5F and ref. 40). Delaying
the center excitation is necessary because the surround signal

0.2 mm

W3 RF

CBA
owl at 14 m distance 
~2 s time to impact

7 m, ~1 s 3 m, ~0.4 s

Fig. 6. W3-RGCs can detect motion of small dark objects. Response of W3-
RGCs to a flying bird against a featureless background is shown. The stimulus
was a dark silhouette that Tinbergen used to elicit escape behaviors (48). It
moved horizontally at five wing spans per second. This stimulus was re-
peated at several vertical offsets (horizontal lines) and spikes were recorded
on multiple trials in each condition (rasters between horizontal lines). The
responses are displayed like an instantaneous snapshot of activity in the W3
population: The local density of spikes represents the firing rate of W3 RGCs
at that location relative to the stimulus. As expected from the slow kinetics
of W3 cells, the neural response lags some distance behind the image of the
object and more so at higher velocity. Responses were robust for silhouettes
about the size of the W3 receptive field (A), declined substantially at twice
that size (B), and disappeared entirely for larger sizes (C).
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These head-centered videos contain much violent image mo-
tion. Some of this motion may be alleviated by compensating
eye movements—not measured here—but invariably the retina
experiences a great deal of global image motion. Thus, we also
considered a natural scenario in which global motion is greatly
diminished: when the animal freezes, for example in the presence
of a predator (28). Under these conditions the eye will be almost
still, and thus retinal image motion should be greatly reduced. We
obtained movies of a predator, a large bird, filmed with a sta-
tionary camera, and projected them on the mouse retina at the
appropriate magnification. The W3 cells again remained almost
perfectly silent. During one particular 12-s approach sequence of
the predator, a total of only 74 spikes were fired by W3 cells in 81
locations covering the scene (Fig. 2C). These few spikes occurred
at the edge of the moving bird’s image, but were obviously in-
sufficient to reliably encode the presence of the predator. One is
therefore left with the surprising result that the W3 cells do not
participate in routine visual processing, quite unlike the small-
field ganglion cells in other retinas.

W3 Cells Have On–Off Receptive Field Centers. To understand what
role the W3-RGCs might play for vision we undertook a sys-
tematic survey of their stimulus–response relationship. When
presented with a small flashing spot positioned close to the soma,
all W3-RGCs fired transiently when the light turned on and then
again when it turned off (Fig. 3A and ref. 12). This result suggests
that the W3 cell receives excitation from both On- and Off-bi-
polar cells, consistent with the shape of its dendritic arbor, which
straddles the border between the On- and Off-sublaminae of the
inner plexiform layer (29). Furthermore, the synaptic input from
each of these channels must be transient and strongly rectified
(Fig. 3D), such that only depolarizing transients are transmitted
to the ganglion cell. Otherwise the opposing inputs from bipolars
of opposite polarity would cancel. For example, this rectification
may arise when the bipolar cell synapse has a very low release
rate at the resting potential.
These nonlinear On–Off responses of W3 cells already present

a departure from the behavior of other small-field RGCs, such as

the cat beta cells and the macaque P cells. Those cells receive
excitation from bipolars of one polarity only, and the signal
transfer across those synapses is largely linear, such that the
ganglion cell firing rate gets modulated in both directions (30).
Thus, we sought to test the generality of this rectifying behavior.
When a white bar was moved through the receptive field of a W3
cell, it reliably elicited two bursts of spikes: one at the leading
edge and another at the trailing edge (Fig. 3B). The strength of
this response was not dependent on the direction of movement:

A B

C
10 s

W3

Non-W3

Fig. 2. W3 cells do not participate in routine visual processing. (A) Single
frame of a “rat-cam” movie recorded with a wireless video camera from the
head of a freely moving rat. (B) Spike trains of retinal ganglion cells in the
mouse retina exposed to this movie. The W3 cells remained silent, whereas
other RGCs fired to various degrees. In a broader survey, three W3 cells were
tested, each with the movie presented at 25 different spatial offsets, and
none fired a single spike in 250 s of stimulation. (C) Response of a W3 cell to
a short movie of an owl taken with a stationary camera, illustrated with four
sample frames of 33 ms. The same movie was presented many times with 9
different horizontal and vertical offsets (circles in margins of frame 1), thus
placing the receptive field of the recorded W3-RGC in 81 different locations
within the scene. Red arrows: motion vectors depicting optic flow within the
scene. Yellow dot: the location of the W3 receptive field when the cell fired
an action potential. Note only 1 of the 81 locations produced a single spike
in these 133 ms, despite ample amounts of motion within the scene.
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Fig. 3. W3 cells have On–Off responses in the receptive field center. (A)
Response of a sampleW3-RGC to a flashing spot on the receptive field center.
(Left) Stimulus display. (Center) Raster plot of eight trials. White, light on;
gray, light off. (Right) Average firing rate for On and Off responses, plotted
against the time from the step (arrow). (B) On–Off response of a sample W3-
RGC to a moving-bar stimulus. A white bar (115 × 1,150 μm) traveled along
the long axis through the receptive field center in eight different directions at
575 μm/s. Traces illustrate spike bursts at the leading and trailing edges of the
bar. Polar plot shows the average spike number elicited by each direction. (C)
On–Off response of W3-RGCs to a random flicker stimulus. (C, i) The stimulus
was an array of bars centered on the W3 cell; each bar flickered in intensity,
independent of the others. The bar length just spanned the dendritic field, to
avoid excessive stimulation of the receptive field surround. (C, ii) The stimulus
sequences leading to an action potential (“spike-triggered stimuli,” 0.5 s
long) were subjected to a principal component analysis and plotted in the
space of the first two components (47). Data are from one sample W3 cell;
each point represents one spike. Note the excitatory stimuli separate into two
clusters. (C, iii) Spike-triggered average stimulus, computed separately for
each of the two clusters in C, ii. Intensity is plotted as a function of time
(horizontal) before the spike for each of the bars in the strip (vertical). Spikes
in one cluster are triggered by a dimming in the receptive field center (Left,
Off response) and spikes in the other cluster by a brightening (Right, On re-
sponse). (C, iv) Average time course of the two spike-triggered averages in C,
iii for five W3-RGCs. Dim traces indicate spike-triggered averages from
a broad population of non-W3 RGCs. Note the response kinetics in the non-
W3 population are faster. (D) Diagram for circuits in the inner retina that are
consistent with the observations and with known structure of the retina. This
working model evolves in subsequent figures. Bipolar cells (B) of both On and
Off types connect to a W3-RGC (G) by excitatory synapses (solid circles) with
rectifying synaptic transmission (blue symbol).
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The most numerous ganglion cell type of the mouse
retina is a selective feature detector
Yifeng Zhang1, In-Jung Kim2, Joshua R. Sanes3, and Markus Meister3,4
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Contributed by Joshua R. Sanes, July 7, 2012 (sent for review May 4, 2012)

The retina reports the visual scene to the brain through many
parallel channels, each carried by a distinct population of retinal
ganglion cells. Among these, the population with the smallest and
densest receptive fields encodes the neural image with highest
resolution. In human retina, and those of cat and macaque, these
high-resolution ganglion cells act as generic pixel encoders: They
serve to represent many different visual inputs and convey a
neural image of the scene downstream for further processing.
Here we identify and analyze high-resolution ganglion cells in the
mouse retina, using a transgenic line in which these cells, called
“W3”, are labeled fluorescently. Counter to the expectation, these
ganglion cells do not participate in encoding generic visual scenes,
but remain silent during most common visual stimuli. A detailed
study of their response properties showed that W3 cells pool rec-
tified excitation from both On and Off bipolar cells, which makes
them sensitive to local motion. However, they also receive unusu-
ally strong lateral inhibition, both pre- and postsynaptically, trig-
gered by distant motion. As a result, the W3 cell can detect small
moving objects down to the receptive field size of bipolar cells,
but only if the background is featureless or stationary—an unusual
condition. A survey of naturalistic stimuli shows that W3 cells may
serve as alarm neurons for overhead predators.

electrophysiology | vision | neural processing | density recovery profile

What does the retina do for the visual system? Two very
different answers have been proposed. In one account, the

retina’s purpose is to quickly transmit the pixels of the visual
image to the brain. There, a vastly greater number of neurons
and circuits analyze the image for the visual features important
to specific behavioral tasks. From this perspective, image pro-
cessing within the retina is limited to some gentle filtering and
gain-control mechanisms that deal with a great range of light
intensities, all for the purpose of enabling efficient transmission
of the image through the optic nerve.
In a contrasting account, the retina already extracts the spe-

cific information needed for certain visual behaviors and trans-
mits a highly processed feature set on which the brain can act
more directly. This account might explain why the retina’s output
includes more than 20 different types of retinal ganglion cells (1,
2). Each of these populations tiles the entire visual field (3). Vice
versa, every point in the image is reported to the brain through
>20 different parallel channels. Some of these ganglion cell types
respond to selective visual features and drive specific central
circuits. For example, of the eight groups of direction-selective
retinal ganglion cells (RGCs) that encode the direction of
movement of the retinal image, three project specifically to
circuits involved in eye movement control (4, 5). Similarly, 4–5
types of melanopsin-expressing RGCs can signal prolonged
steady light exposure; some of them drive circuits that control
pupil constriction and contribute to setting the circadian
clock (6).
A compromise position states that many RGC types are fea-

ture detectors, but a few serve as simple pixel encoders that
transmit the raw image downstream. These types should be
ganglion cell populations with high sampling density and sharp
receptive fields, to provide the brain with a high-resolution

image. For example, the P cells of the primate retina are by far
the most numerous population and seem to have rather simple
visual responses. Within the fovea—corresponding to our center
of gaze—each P cell is driven by just one cone photoreceptor, the
finest image resolution possible. Indeed, the acuity of human
visual perception is well explained by the resolution of the P-cell
array (7). Similarly, the cat retina contains a population of RGCs
with small receptive fields, the beta cells, whose visual processing
is relatively simple, largely comprising a linear spatial filter (8, 9).
Here we test whether this idea holds in the retina of the

mouse. This species has enjoyed increasing popularity in visual
neuroscience. Contrary to the propaganda spread by children’s
songs, mice are hardly blind. They sport a perfectly organized
retina and a visual system that includes a substantial portion of the
cortex (10). Like other mammals, the mouse has ∼20 types of
RGCs, several of which seem directly analogous to those of
primates (2). Unlike other mammals, however, the mouse offers
molecular genetic tools that make it possible to mark neurons of
specific types, for visualization with fluorescent proteins or ma-
nipulation of their cellular functions. Several ganglion cell types
have been marked in this way, and this labeling has greatly fa-
cilitated their directed study and the discovery of new response
properties (11–18).
We exploited a line of mouse that labels the RGC type called

W3 (12), which has the highest density and smallest receptive
fields and therefore the highest resolution. On the basis of these
properties, we expected that W3 cells would be simple pixel
detectors. Instead, we found that their visual responses are highly
specialized. We propose that W3 RGCs participate in encoding
select visual events that may be essential to the animal’s survival.

Results
W3 Cells Represent a Natural Type of Retinal Ganglion Cells. In the
transgenic mouse line TYW3, strong regulatory elements from
the Thy1 gene drive expression of yellow fluorescent protein
(YFP) (12). In TYW3 retinas, YFP protein can be detected in
only a small subset of RGCs (Fig. 1A and Fig. S1), possibly be-
cause the transgene has come under control of sequences near
the integration site (19). These YFP-positive RGCs show a range
of fluorescence intensities (Fig. S1) but one population of
brightly labeled cells is clearly distinct from the others. We fo-
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From Equations 8 –10, we can compute the percentage of M-opsin as
follows:

M% !
"greenRS,green

! # "UVRS,UV
!

"UV!RM,UV
! # RS,UV

! " # "green!RM,green
! # RS,green

! "
$ 100.

(11)

For both green and UV light, intensity–response curves were measured
either in a single set of trials (Rho#/#, a few Gnat1#/# cells) or were
averaged over repeated sets (typically two to three repeats, most
Gnat1#/# cells). This averaging had minimal impact on the estimate of
M%: for those cells where we had multiple repeats (n $ 33 Gnat1#/#

cells), M% changed by only 1.2 % 5.9% (mean % SD) when analyzing
data from the first set of trials versus the average data from multiple sets.
Thus, the signal-to-noise ratio was high enough for a single set of trials to
estimate M% and did not limit our ability to measure the change in M% as
a function of dorsal–ventral position.

Results
We made loose-patch recordings of action potentials from 133
ganglion cells by targeting the largest cell bodies in the ganglion
cell layer (&20 %m diameter). The targeting of large somas biases
the recordings to one of three cell types: ON &/transient cells,
OFF &/transient cells, or OFF delta/sustained cells (Pang et al.,
2003; Murphy and Rieke, 2006; Margolis and Detwiler, 2007;
van Wyk et al., 2009). All cells could be unambiguously clas-
sified as either the ON or OFF type based on the response to
brief flashes or white-noise stimuli. In separate experiments,
three-dimensional reconstructions from confocal microscope
images showed that all cells with large somas stratified in one of
three distinct strata of the inner plexiform layer, similar to the
corresponding cell types in the guinea pig retina (Manookin et al.,
2008, 2010; see also Margolis and Detwiler, 2007; van Wyk et al.,
2009). For the OFF cells recorded here, response properties were
relatively uniform, and therefore we distinguish only ON from
OFF cells below where relevant.

Rod-mediated responses generate empirical estimates of
rhodopsin sensitivity to green and ultraviolet light
The following experiments aim to distinguish rod- from cone-
mediated responses in wild-type retina. Most mouse cones show
peak sensitivity to UV light, suggesting that UV stimulation will

be useful for studying cone-mediated vision (Jacobs et al., 1991;
Nikonov et al., 2006). However, rods are also sensitive to UV light
because of rhodopsin’s “beta band” of absorption in the UV
range (Govardovskii et al., 2000) (Fig. 1C). Thus, distinguishing
rod- from cone-mediated responses to UV light requires a quan-
titative estimate of the rod’s relative sensitivity to UV and visible
wavelengths. The template for rhodopsin’s spectral sensitivity
predicts that rods should be 27% as sensitive to our UV LED
stimulus as to our green LED stimulus (Fig. 1C) (Govardovskii et
al., 2000), and we tested this prediction by measuring ganglion
cell responses in the Gnat2cpfl3 retina (Chang et al., 2006). This
retina lacks cone function, and thus the response should be me-
diated by rods. In a “balancing experiment,” a green light stimu-
lus (1.8 R*/rod/s) turned off as a UV light turned on to different
intensities. When the UV light matches the green light in photoi-
somerizations per rod per second, there should be no response at
the transition, whereas when the UV light drives higher or lower
photoisomerization rates, there should be “on” or “off” re-
sponses (Fig. 2A1–A3). For each cell, we determined the “balance
point” when both the onset and offset of the UV light evoked no
response. The balance point across cells suggested that the rho-
dopsin sensitivity to UV light relative to the green light was 52 %
3% (mean % SEM; n $ 13) higher than predicted by the standard
template (Fig. 2A1–A3).

As a second test of rhodopsin’s sensitivity to UV light, we
recorded responses to brief flashes of green or UV stimuli at
several intensities (Fig. 2B1–B3). The responses at the two wave-
lengths should match when equated for photoisomerizations per
rod. Consistent with the result above, the ganglion cells showed
48 % 8% (n $ 9) higher sensitivity to UV light than predicted by
the standard template. We thus conclude that rhodopsin sensi-
tivity to the UV light stimulus is &50% higher than predicted
[i.e., rods are 41% (27% ' 1.5) as sensitive to our UV stimulus as
to our green stimulus]. This relatively high sensitivity to UV light
is consistent with previous in vivo ERG recordings of rod-
mediated responses (Lyubarsky et al., 1999) (Fig. 2C). This en-
hanced UV sensitivity was taken into account below when
calculating photoisomerization rates for rhodopsin.

To assess the absolute sensitivity of Gnat2cpfl3 cells in our prep-
aration, we replotted the flash response data on a modified pho-

Figure 1. Coexpression of two cone opsins in mouse retina. A, Schematic model illustrating two cone populations across the retina. Genuine S cones comprise &5% of the population (outlined
in cyan circles); these cones express purely S-opsin and are defined by their synaptic connection with S-cone bipolar cells (Haverkamp et al., 2005). Coexpressing cones show a gradient of mostly
M-opsin expression in the dorsal retina to mostly S-opsin expression in the ventral retina (green to gray to magenta). OD, Optic disc. B, Three possible patterns of M/S-opsin coexpression in cones
across the retina (diameter, 5 mm) in which the total M/S-opsin ratio is 1/3. For M-opsin expression to be dominant in the dorsal retina, it must decline sharply in the ventral retina (curve a), whereas
lower peak M-opsin expression generates a shallower gradient (curves b and c). C, Spectral sensitivity of mouse photoreceptors from a standard template (lines) and the spectra of the light stimuli
(filled regions): green LED (green), UV LED, (magenta), and the green channel of the oLED monitor (blue). The black dashed line indicates rhodopsin’s 50% enhanced sensitivity to UV light, relative
to the template, as measured by rod-mediated responses below.
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where Mmax is the maximum M percentage minus the minimum
M percentage, M# is a half-saturation value, Mn is the exponent
describing the slope of the function, and Mmin is the minimum M
percentage. The best fitting parameters were Mmax # 80, M# #
3.2, Mn # 6.4, and Mmin # 0.8. This equation was fit to the
Gnat1$/$ cells, where the dorsal–ventral positions were recorded
with relatively high accuracy (see Materials and Methods). How-
ever, the general pattern was very similar in the Rho$/$ cells.
Notably, of the 35 total cells recorded in the ventral retina, all
expressed %10% M-opsin contribution, and 86% (30/35) ex-
pressed %5% M-opsin contribution. In the following experi-
ments, we used the fitted curve to estimate photoisomerizations per
cone per second based on the dorsal–ventral position of each cell.

Rod-mediated responses support bandpass temporal filtering
and show light adaptation
The mouse strains described above allow us to assess the temporal
properties of isolated rod- or cone-mediated ganglion cell re-
sponses. We started by characterizing responses in Gnat2cpfl3 cells
using white-noise stimulation and an LN cascade analysis. In this

analysis, the cell’s response is modeled by a temporal filter and a
static nonlinearity (Fig. 4A). The filter describes the cell’s tempo-
ral sensitivity to the stimulus, and the nonlinearity describes how
the filtered stimulus (i.e., a linear model) is converted into a firing
rate. The nonlinearity captures the threshold and saturation in
the firing response (see Materials and Methods). The LN model is
useful because it provides a compact functional description that
captures most of the variance in the response (Fig. 4B). We mod-
eled the effect of increasing mean luminance as a change in the
linear filter followed by a constant nonlinearity (see Materials and
Methods).

Rod-mediated responses showed biphasic filters, indicating
bandpass temporal frequency tuning at both levels of mean lumi-
nance (Fig. 5A) (Zaghloul et al., 2005). The response adapted at
the higher mean luminance by becoming faster, which we quan-
tified by the filter’s zero-cross time (Fig. 4C). Across cells, the
10-fold increase in mean luminance shortened the zero-cross
time from 105 & 5 ms (mean & SEM) to 91 & 4 ms (difference of
14 & 4 ms; p % 0.01; n # 12) (Fig. 5C). We also plotted the
Fourier transform of the linear filter to generate a temporal
frequency-tuning curve (Fig. 5B). The peak amplitude shifted
from 5.1 & 0.3 Hz to 6.9 & 0.3 Hz with the increase in mean
luminance (Fig. 5D). Thus, the temporal tuning of the light-
adapted, rod-mediated response was sufficient to explain the
temporal tuning of downstream circuits and behavior shown
previously (see Introduction). The responses at the light levels
tested (52 and 520 R*/rod/s) likely depend on both the rod bipo-
lar pathway and additional pathways for rod signaling (Murphy
and Rieke, 2006): rod synapses with certain types of cone bipolar
cells (Soucy et al., 1998; Tsukamoto et al., 2001; Li et al., 2010)
and rod gap junctions with cones, which then signal through the
cone bipolar circuits (Deans et al., 2002; Abd-El-Barr et al., 2009).
A previous study of the Gnat2cpfl3 retina also suggested that rod–
cone gap junctions were functional despite the lack of cone pho-
totransduction (Altimus et al., 2010).

Rod-mediated responses were nearly saturated at a mean lu-
minance of 5200 R*/rod/s (see Materials and Methods) (Fig. 4C).
However, stimulating at this mean luminance for several minutes
did not cause substantial bleaching of rhodopsin, as the responses
at lower mean luminance could be subsequently remeasured.
Rod-mediated responses could be bleached by exposing the tissue
to a green LED stimulus that generated '1.6 ( 10 6 R*/rod/s for
2 min (Fig. 5A, pink line). As expected, light responses never
recovered following the bleach (measured up to 1 h after bleach;
n # 10) (Wang and Kefalov, 2009).

Cone-mediated responses show high temporal
frequency tuning
We measured the temporal properties of pure cone-mediated
responses in the Gnat1$/$ retina. White-noise responses were
generated using a UV LED stimulus in the ventral retina, where
most cones express )95% S-opsin (Fig. 3C). Responses could be
measured with a mean luminance of 140 R*/cone/s (Fig. 6A).
These responses were relatively slow, with a zero-cross time of
122 & 5 ms (mean & SEM; n # 4). Increasing the mean lumi-
nance to brighter levels (2000 and 12,000 R*/cone/s) shortened
the zero-cross time substantially, to 81 & 6 ms at the highest
mean (Fig. 6C). Filters were biphasic in time and showed band-
pass tuning in the frequency domain (Fig. 6A,B).

We tested the effect of the rod bleaching stimulus used above
(i.e., bright green light) on the primarily S-cone-mediated re-
sponse of ventral Gnat1$/$ cells. The bleaching light had only a
small impact on the cone-mediated response (Fig. 6E–H). The

Figure 3. Estimated ratio of M/S-opsin expression as a function of retinal position.
A1–A4, Ganglion cell spike responses to various intensities of green and UV light at
different positions of the Gnat1$/$ and Rho$/$ retinas. For each cell, responses to each
stimulus were fit with a Naka–Rushton equation that differed only in their half-saturation
(#) values. The ratio of # values was used to calculate the M/S-opsin ratio (see Materials
and Methods). Responses in A1, A3 and A4 show measurements from a single set of trials,
whereas A2 is an average of four sets. B, Schematic diagram of a mouse retina with a cut
at the horizontal position. Labeled points indicate the position of cells in A. C, Calculated
M-opsin percentage as a function of the dorsal–ventral position of ganglion cells. The line
was fit to the Gnat1$/$ data (black points).
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From Equations 8 –10, we can compute the percentage of M-opsin as
follows:
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$ 100.
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For both green and UV light, intensity–response curves were measured
either in a single set of trials (Rho#/#, a few Gnat1#/# cells) or were
averaged over repeated sets (typically two to three repeats, most
Gnat1#/# cells). This averaging had minimal impact on the estimate of
M%: for those cells where we had multiple repeats (n $ 33 Gnat1#/#

cells), M% changed by only 1.2 % 5.9% (mean % SD) when analyzing
data from the first set of trials versus the average data from multiple sets.
Thus, the signal-to-noise ratio was high enough for a single set of trials to
estimate M% and did not limit our ability to measure the change in M% as
a function of dorsal–ventral position.

Results
We made loose-patch recordings of action potentials from 133
ganglion cells by targeting the largest cell bodies in the ganglion
cell layer (&20 %m diameter). The targeting of large somas biases
the recordings to one of three cell types: ON &/transient cells,
OFF &/transient cells, or OFF delta/sustained cells (Pang et al.,
2003; Murphy and Rieke, 2006; Margolis and Detwiler, 2007;
van Wyk et al., 2009). All cells could be unambiguously clas-
sified as either the ON or OFF type based on the response to
brief flashes or white-noise stimuli. In separate experiments,
three-dimensional reconstructions from confocal microscope
images showed that all cells with large somas stratified in one of
three distinct strata of the inner plexiform layer, similar to the
corresponding cell types in the guinea pig retina (Manookin et al.,
2008, 2010; see also Margolis and Detwiler, 2007; van Wyk et al.,
2009). For the OFF cells recorded here, response properties were
relatively uniform, and therefore we distinguish only ON from
OFF cells below where relevant.

Rod-mediated responses generate empirical estimates of
rhodopsin sensitivity to green and ultraviolet light
The following experiments aim to distinguish rod- from cone-
mediated responses in wild-type retina. Most mouse cones show
peak sensitivity to UV light, suggesting that UV stimulation will

be useful for studying cone-mediated vision (Jacobs et al., 1991;
Nikonov et al., 2006). However, rods are also sensitive to UV light
because of rhodopsin’s “beta band” of absorption in the UV
range (Govardovskii et al., 2000) (Fig. 1C). Thus, distinguishing
rod- from cone-mediated responses to UV light requires a quan-
titative estimate of the rod’s relative sensitivity to UV and visible
wavelengths. The template for rhodopsin’s spectral sensitivity
predicts that rods should be 27% as sensitive to our UV LED
stimulus as to our green LED stimulus (Fig. 1C) (Govardovskii et
al., 2000), and we tested this prediction by measuring ganglion
cell responses in the Gnat2cpfl3 retina (Chang et al., 2006). This
retina lacks cone function, and thus the response should be me-
diated by rods. In a “balancing experiment,” a green light stimu-
lus (1.8 R*/rod/s) turned off as a UV light turned on to different
intensities. When the UV light matches the green light in photoi-
somerizations per rod per second, there should be no response at
the transition, whereas when the UV light drives higher or lower
photoisomerization rates, there should be “on” or “off” re-
sponses (Fig. 2A1–A3). For each cell, we determined the “balance
point” when both the onset and offset of the UV light evoked no
response. The balance point across cells suggested that the rho-
dopsin sensitivity to UV light relative to the green light was 52 %
3% (mean % SEM; n $ 13) higher than predicted by the standard
template (Fig. 2A1–A3).

As a second test of rhodopsin’s sensitivity to UV light, we
recorded responses to brief flashes of green or UV stimuli at
several intensities (Fig. 2B1–B3). The responses at the two wave-
lengths should match when equated for photoisomerizations per
rod. Consistent with the result above, the ganglion cells showed
48 % 8% (n $ 9) higher sensitivity to UV light than predicted by
the standard template. We thus conclude that rhodopsin sensi-
tivity to the UV light stimulus is &50% higher than predicted
[i.e., rods are 41% (27% ' 1.5) as sensitive to our UV stimulus as
to our green stimulus]. This relatively high sensitivity to UV light
is consistent with previous in vivo ERG recordings of rod-
mediated responses (Lyubarsky et al., 1999) (Fig. 2C). This en-
hanced UV sensitivity was taken into account below when
calculating photoisomerization rates for rhodopsin.

To assess the absolute sensitivity of Gnat2cpfl3 cells in our prep-
aration, we replotted the flash response data on a modified pho-

Figure 1. Coexpression of two cone opsins in mouse retina. A, Schematic model illustrating two cone populations across the retina. Genuine S cones comprise &5% of the population (outlined
in cyan circles); these cones express purely S-opsin and are defined by their synaptic connection with S-cone bipolar cells (Haverkamp et al., 2005). Coexpressing cones show a gradient of mostly
M-opsin expression in the dorsal retina to mostly S-opsin expression in the ventral retina (green to gray to magenta). OD, Optic disc. B, Three possible patterns of M/S-opsin coexpression in cones
across the retina (diameter, 5 mm) in which the total M/S-opsin ratio is 1/3. For M-opsin expression to be dominant in the dorsal retina, it must decline sharply in the ventral retina (curve a), whereas
lower peak M-opsin expression generates a shallower gradient (curves b and c). C, Spectral sensitivity of mouse photoreceptors from a standard template (lines) and the spectra of the light stimuli
(filled regions): green LED (green), UV LED, (magenta), and the green channel of the oLED monitor (blue). The black dashed line indicates rhodopsin’s 50% enhanced sensitivity to UV light, relative
to the template, as measured by rod-mediated responses below.
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Rats maintain an overhead binocular field
at the expense of constant fusion
Damian J. Wallace1*, David S. Greenberg1*, Juergen Sawinski1*, Stefanie Rulla1, Giuseppe Notaro1,2 & Jason N. D. Kerr1,2

Fusing left and right eye images into a single view is dependent on precise ocular alignment, which relies on coordinated
eye movements. During movements of the head this alignment is maintained by numerous reflexes. Although rodents
share with other mammals the key components of eye movement control, the coordination of eye movements in freely
moving rodents is unknown. Here we show that movements of the two eyes in freely moving rats differ fundamentally
from the precisely controlled eye movements used by other mammals to maintain continuous binocular fusion. The
observed eye movements serve to keep the visual fields of the two eyes continuously overlapping above the animal
during free movement, but not continuously aligned. Overhead visual stimuli presented to rats freely exploring an open
arena evoke an immediate shelter-seeking behaviour, but are ineffective when presented beside the arena. We suggest
that continuously overlapping visual fields overhead would be of evolutionary benefit for predator detection by
minimizing blind spots.

Rats are commonly used as a model for studies of the mammalian
visual system1–4. They have laterally facing eyes and a panoramic field
of view extending in front, above and behind the animal’s head1. Eye
movements in head-restrained rats are conjugate5, but studies of the
vestibulo-ocular reflex in rats suggest that this only describes a fraction
of their eye movements6,7. Rats can visually estimate distance for gap
jumping2,8 and perform object discrimination tasks4, but in their natural
environment also have to avoid predation from both airborne9 and
ground-dwelling predators10. This leads to conflicting demands on
their visual system: on the one hand, maximum coverage of the environ-
ment for predator detection; on the other, detailed vision for object
recognition and depth perception. Eye movements in freely moving
rats have not been characterized so far, and in view of the conflicting
pressures on their visual system it is unknown to what extent the
trade-off between detailed vision and panoramic surveillance com-
promises their capacity for binocular fusion.

Eye movements in freely moving animals
To record eye movements in freely moving rats, we developed a
miniaturized ocular-videography system that consisted of two light-
weight head-mounted cameras (Supplementary Fig. 1). Pupil positions
in the acquired images were tracked using custom-written algorithms.
To allow analyses of the observed eye movements in the context of the
rat’s pose and location, we also tracked the position and orientation
(pitch, roll and yaw) of the animal’s head using a custom-built track-
ing system (see Supplementary Methods).

In freely moving animals, both eyes were highly mobile (Fig. 1a, b
and Supplementary Video 1), with large horizontal and vertical excur-
sions of the pupil (Fig. 1b). Both eyes moved continuously while the
animal was exploring, but movements markedly reduced in amplitude
when the animal stopped making large movements of its head. The
dynamics of the movements were complex, regularly disconjugate
and often asymmetrical. In addition to measuring horizontal and
vertical pupil positions, we developed a method for tracking the irregu-
lar rough edge of the pupil in each frame which allowed measurement

of ocular torsion (rotation around the optical axis) and quantification
of torsional rotations (Fig. 1c, see Supplementary Methods). Torsional
rotations occurred frequently, and reached relatively large amplitudes
(20–30u; Fig. 1d and Supplementary Video 2). The dynamics of torsional
rotations were also complex, and both cycloversion (rotation of both
eyes in the same direction) and cyclovergence (rotation of the eyes in
opposite directions) were observed (see a and b in Fig. 1d). On average
there was a weak correlation between left and right eye torsion angles;
however, the range of angles recorded for one eye for any given angle
recorded for the other eye was very broad (Supplementary Fig. 2). In
contrast to free movement, eyes movements in head-restrained rats
were conjugate and infrequent, even when the animal was running on a
spherical treadmill (Supplementary Fig. 3 and Supplementary Video 3).

Influence of head movements
Numerous sensory inputs and reflexes contribute to the regulation of
eye position or gaze direction6,11,12. Particularly obvious in the current
study was the role of the vestibulo-ocular reflex6. As previously
observed in restrained rats, roll of the head to the right resulted in
elevation of the right pupil and declination of the left pupil and vice
versa for roll to the left (Fig. 2a, b). For both freely moving and head-
restrained animals, these eye positions were maintained for as long as
the roll was maintained (Supplementary Fig. 4 and Supplementary
Video 4). Pitching of the head nose-up or -down resulted in strong
convergent and divergent eye movements, respectively (Fig. 2c, d),
and these positions were maintained while the pitch angle was main-
tained (Supplementary Fig. 4 and Supplementary Video 4). In addition,
pitching of the head also resulted in complementary torsional rotation of
the left and right eyes (Fig. 2e, f). To assess the extent to which the
vestibulo-ocular reflex controlled the observed eye positions, we built
a simple predictive model (see Supplementary Methods) which predicted
eye positions based on pitch and roll of the head. The model was able
to predict a large proportion of the tracked eye movements for both
vertical (78 6 2% variance reduction, n 5 3 animals) and horizontal
axes (69 6 3% variance reduction, n 5 3 animals; Supplementary Fig. 5).

*These authors contributed equally to this work.

1Network Imaging Group, Max Planck Institute for Biological Cybernetics, Spemannstraße 41, 72076 Tübingen, Germany. 2Bernstein Center for Computational Neuroscience Tübingen, Spemannstraße
41, 72076 Tübingen, Germany.
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be used for re-projection as the eye moved. To gauge the extent to
which the observed ocular misalignment caused differences in potential
visual targets of the two eyes, we rendered the environment around
the rat, and followed the location where the re-projection lines contacted
objects in the rendered environment (Fig. 4b, see Supplementary
Methods). Over the 1.7 s required for the animal to perform the gap
cross, most eye movements were disconjugate, resulting in a broad
range of differences in both eye positions (Fig. 4c) and gaze vectors
(Supplementary Fig. 9). The pupil projection points varied widely
over the track (Fig. 4b), and there was very little coordination of
the two points on single objects or locations (for rendered visualiza-
tion see Supplementary Video 6). Note that the projections points

were precisely aligned on the reference visual target just before the
jump. We next calculated the physical distance between the left and
right eye projection points down the length and across the width of
the track (Supplementary Fig. 9). In the animal’s viewable envir-
onment, the distances separating the two projection points ranged
from 0 to approximately 70 cm on the jumping track. Although we
were not able to predict exactly what part of the visual space the
animal was attending to, the constant changes in ocular alignment
in both eye axes were not consistent with the animal shifting its gaze
onto different objects of interest. We conclude that the coordination
of eye movements in rats is not specialized for maintaining a fixed
relationship between the eyes.

Maintenance of binocular field
The large collection angle of the rat eye (approximately 200u) com-
bined with the lateral position of the eye on the head result in rats
having large monocular visual fields, that share a large overlapping
area extending in front, above and behind the animal’s head1 (Fig. 5a).
To investigate the extent to which eye movements change the size,
shape and location of the overlap of the monocular visual fields, we
first generated a model of the animal’s monocular visual fields based
on optical and physiological properties of the rat eye1. The width of
the overlapping fields at three different locations around the animal’s
head (Fig. 5b) varied strongly with the pitch of the animal’s head
(Fig. 5c, d and Supplementary Fig. 10). The width of the binocular
field directly in front of the animal’s nose, which is generally consid-
ered the animal’s binocular viewing area14, ranged from approxi-
mately 40u to 110u depending on head pitch. Changes in the extent
of the visual field overlap measured at the inferior and posterior
locations had strong but complementary dependence on head pitch
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be used for re-projection as the eye moved. To gauge the extent to
which the observed ocular misalignment caused differences in potential
visual targets of the two eyes, we rendered the environment around
the rat, and followed the location where the re-projection lines contacted
objects in the rendered environment (Fig. 4b, see Supplementary
Methods). Over the 1.7 s required for the animal to perform the gap
cross, most eye movements were disconjugate, resulting in a broad
range of differences in both eye positions (Fig. 4c) and gaze vectors
(Supplementary Fig. 9). The pupil projection points varied widely
over the track (Fig. 4b), and there was very little coordination of
the two points on single objects or locations (for rendered visualiza-
tion see Supplementary Video 6). Note that the projections points

were precisely aligned on the reference visual target just before the
jump. We next calculated the physical distance between the left and
right eye projection points down the length and across the width of
the track (Supplementary Fig. 9). In the animal’s viewable envir-
onment, the distances separating the two projection points ranged
from 0 to approximately 70 cm on the jumping track. Although we
were not able to predict exactly what part of the visual space the
animal was attending to, the constant changes in ocular alignment
in both eye axes were not consistent with the animal shifting its gaze
onto different objects of interest. We conclude that the coordination
of eye movements in rats is not specialized for maintaining a fixed
relationship between the eyes.

Maintenance of binocular field
The large collection angle of the rat eye (approximately 200u) com-
bined with the lateral position of the eye on the head result in rats
having large monocular visual fields, that share a large overlapping
area extending in front, above and behind the animal’s head1 (Fig. 5a).
To investigate the extent to which eye movements change the size,
shape and location of the overlap of the monocular visual fields, we
first generated a model of the animal’s monocular visual fields based
on optical and physiological properties of the rat eye1. The width of
the overlapping fields at three different locations around the animal’s
head (Fig. 5b) varied strongly with the pitch of the animal’s head
(Fig. 5c, d and Supplementary Fig. 10). The width of the binocular
field directly in front of the animal’s nose, which is generally consid-
ered the animal’s binocular viewing area14, ranged from approxi-
mately 40u to 110u depending on head pitch. Changes in the extent
of the visual field overlap measured at the inferior and posterior
locations had strong but complementary dependence on head pitch
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Figure 4 | Eye movements in freely moving animals are not consistent with
those needed for binocular fusion. a, Schematic for defining lines of sight for
re-projection. Left, reference visual target (yellow spot), optical axis (black),
projections from visual target to eyeball centres (red). Right, relative changes of
right (green) and left (blue) eye re-projections (red). b, Rendering of jumping
arena showing monitors (far left and right stripes), initial animal position (a),
initial gaze position (yellow dot for each eye) and subsequent gaze positions of
the two eyes (left, green lines; right, blue lines; end gaze positions over 1.7 s
ending with red dot). Same data as Fig. 3c. c, Difference between left and right
eye positions for the data shown in b (conventions as Fig. 3a).
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Figure 5 | Overhead binocular overlap. a, Schematic outlining binocular
overlap (red, modified from ref. 1). b, Schematic for data in c and d. c, Average
(green) dependence of horizontal overlap on head pitch (s.e.m., thin black lines,
n 5 4 animals). d, Dependence of horizontal inferior (black) and posterior
(blue) overlap on head pitch (s.e.m., thin black lines, n 5 4 animals). Head-
centric density plots (insets) showing probability of visual field overlap
(pseudo-colour) when animal is pitched down (#10th centile of head pitch
angles, insert left) or pitched up ($90th centile, insert right, 30u ticks on vertical
and horizontal axes). Note that average head roll was 18 6 1u during nose-
down pitch. Images (upper insets) show example eye positions for negative and
positive head pitch (same as in Fig. 3a). e, Head-centric density plot of average
overlap of monocular visual fields during free movement for all head positions
(conventions as in d, n 5 4 animals). f, Body-centric density plot of the
overlapping fields that includes head and eye movements (conventions as in
d, e, n 5 4 animals). See Supplementary Fig. 11 for body-centric definition.
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Figure 3 | Asymmetrical eye movements in freely moving rats.
a, Distributions of the difference between left and right eye positions for a freely
moving (blue) and head-restrained (red) rat. Each point represents the right eye
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(arrows). Conventions for eye images as in Fig. 1a. b, Scatter plot of the
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continuous 1.7 s data segment including a gap cross.
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estimate the borders of striate cortex according to stere-
otaxic coordinates (Franklin & Paxinos, 2000), and the
borders were superimposed on the illustration of each
animal!s brain.

3. Results

3.1. Intact visual function

3.1.1. Grating-versus-gray acuity
The mice in this experiment exhibited a pattern of

performance in training and testing similar to mice in
our previous studies in which we utilized sine-wave grat-
ing-versus-gray discriminations (Prusky et al., 2000a,
2000b; Prusky & Douglas, 2003). The average grating
threshold (0.563 c/d; SEM = 0.021) was also comparable
to our previously reported values. The white bar in
Fig. 1 illustrates the grating-versus-gray threshold of
mice in this study.

3.1.2. Grating discrimination acuity
The average threshold of mice to discriminate a ver-

tical sine wave grating from a horizontal grating was
0.528 c/d (SEM = 0.011). This threshold was not signif-
icantly different than the threshold to detect a sine wave
grating from gray (F = 2.17; p = 0.1790). The black bar
in Fig. 1 graphically illustrates the grating discrimina-
tion threshold.

3.1.3. Contrast sensitivity
The contrast threshold to detect a sine wave grating

from gray varied as a function of spatial frequency. At
0.059 c/d, the average contrast sensitivity of intact ani-
mals was 2.34 (SEM = 0.199). At 0.119 c/d, the thresh-

old was 5.04 (SEM = 0.324). The contrast sensitivity
peaked at 6.37 at 0.208 c/d (SEM = 0.537), then dropped
to 3.4 at 0.297 c/d (SEM = 0.311) and dropped further
to 2.294 at 0.445 c/d (SEM = 0.183). The acuity extrap-
olated from a polynomial fit of the data is between 0.5
and 0.6 c/d. The contrast sensitivity of intact animals
is shown in Fig. 2.

3.2. Surgery

Fig. 3 shows the extent of cortical lesions in the five
mice used in this study. The size of the lesions varied,
but in all animals, a substantial portion of V1 was re-
moved bilaterally and cortical white matter appeared
undamaged. In general, the lesions were biased toward
rostral V1, and in some animals, a significant portion
of posterolateral V1 remained intact. In some cases,
the lesions may have encroached into extrastriate cortex.

3.3. Post-lesion visual function

3.3.1. Grating-versus-gray
The threshold to discriminate a sine wave grating

from gray was reduced significantly (F = 648;
p < 0.0001) from 0.563 to 0.26 c/d (SEM = 0.022) fol-
lowing V1 lesions. The surgery did not affect the ability
of animals to perform competently in the visual water
task at low spatial frequencies; they had near perfect
accuracy at distinguishing the sine wave grating from
gray. At around 0.2 c/d however, a much lower spatial
frequency than before surgery, animals began to make
a significant number of errors, and fell below 70% cor-
rect at about 0.30 c/d lower than before surgery. The left
panel of Fig. 4 shows these results graphically. We
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Fig. 1. Grating-versus-gray (G vs G) and vertical versus horizontal
(V vs H) discrimination thresholds. The acuity of mice measured by
discriminating a sine wave grating from gray (0.563 c/d; white bar) did
not differ significantly from acuity measured by discriminating a
vertical from a horizontal sine wave grating (0.528 c/d; black bar). The
small vertical lines at the top of the bars represent + standard error of
the mean.

Fig. 2. Contrast sensitivity curve. Spatial frequency (x-axis) is plotted
as a function of contrast sensitivity (y-axis) on log scales. The mice
exhibited an inverted ‘‘U’’-shaped function, typical of a mammal,
which had maximum sensitivity at 0.208 c/d. The solid line is a best-fit
curve of the data. The arrow points to the spatial frequency expected
to be the threshold at 100% contrast (acuity). +/! SEMs are plotted on
each symbol.
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Spatial contrast sensitivity of the mouse

yes-no task, animals must choose a criterion level based on
the signal and noise distributions when the stimulus is
present and absent. The difference in thresholds may be due to
criterion deviating slightly from optimal in yes-no tasks due to the
longer time intervals over which subjects sample the stimuli
(Macmillan and Creelman 2005). If we had used a 2AFC task, we
might thus measure better contrast thresholds. Matching tasks,
such as what Virsu and Rovamo (1979) used in human subjects,
also require comparisons over short time intervals and may be
more similar to a 2AFC task.

Our measurements could have been degraded if animals
used a nonoptimal decision strategy. Deviations from optimal
behavior fall into two major categories: fluctuations in internal
decision criterion or fluctuations in attentional or motivational
state (failing to pay attention or choosing to try hard on some
trials and not others). Both deviations would produce changes
in threshold estimates from day to day, but our threshold
estimates were repeatable both within the same animal and
across animals (Figs. 3–5). Substantial day-to-day threshold fluc-
tuations were seen by Busse et al. (2011) in a contrast detection
task and might have been caused by variance in motivation, which
would explain why their threshold estimate (!20% at 0.13 cpd)
was much higher than ours (!2% at 0.13 cpd). Although the
2AFC design used by Busse et al. (2011) can provide better
thresholds, it does not prevent attentional or motivational changes
from degrading measurements. The low lapse rates and relatively
stable thresholds that we measured suggest that our animals were
well-motivated and that the thresholds we measured accurately
reflect behavioral abilities for these mice.

Thresholds for detecting the onset of a stimulus and for
discriminating the features of a stimulus can differ. Thibos
and colleagues (1996) have studied this extensively in hu-
mans. When human observers are asked to report the onset
of a visual grating, in the periphery they can detect the
presence of high-spatial-frequency gratings for which ori-
entation they cannot reliably report (but see Virsu and
Rovamo 1979). This difference likely arises from aliasing of
the image on the RGC mosaic. In principle, aliasing could
allow mice to detect slightly higher spatial frequency stimuli
than they could identify, as the optics of the mouse eye do
not limit acuity up to 1.0 cpd (Geng et al. 2011). However,
reported aliasing effects occur in the human periphery only
at high spatial frequencies and at contrasts above !15%
(Fig. 6 of Thibos et al. 1996). We avoided these effects by
measuring contrast sensitivity only to 0.5 cpd (Fig. 5),

which resulted in thresholds near 15% and better. Because
the slope of the contrast sensitivity function at high frequen-
cies (e.g., Fig. 7, heavy black line) involves contrasts "15%
and could be sensitive to aliasing, we do not attempt to
assign a precise maximum acuity, however, such an estimate
would be near 0.6 cpd (Fig. 7).

Comparison with previous contrast measurements. To com-
pare our data with previous measurements of contrast threshold,
we fit a cubic spline to extract a single contrast threshold as a
function of spatial frequency (Fig. 7) because our animals’ thresh-
olds were measured at slightly different spatial frequencies. The
most complete previous measurements of contrast sensitivity in
the mouse have been obtained in an optomotor task (Prusky et al.
2004) and a water maze task (Prusky and Douglas 2004). In our
operant paradigm, contrast thresholds are significantly better, for
both peak acuity (0.05–0.1 cpd) and higher spatial frequencies
near the limit of mouse acuity. This might be due to increased
sensitivity that comes from an operant task instead of a reflexive
behavior. For example, reflexive responses may use a single finely
tuned circuit (perhaps involving, e.g., direction-selective RGCs or the
superior colliculus). In an operant task, animals are motivated to use
sensory information from any neural system to earn a reward.

Other factors affect the comparison of our contrast thresholds
with prior results. First, we used full-field stimuli. Spatial sum-
mation is expected to make thresholds for large stimuli lower than
thresholds for smaller stimuli (Virsu and Rovamo 1979; Watson
1992), and smaller stimuli could explain why some measurements
in rats found contrast thresholds !15% (Keller et al. 2000; Meier
et al. 2011). Correspondingly, van Alphen et al. (2009) might
have found lower contrast thresholds than ours because their
stimuli filled the entire visual field. Second, although our mini-
mum contrast thresholds are within a factor of two of those
measured with optokinetic (eye movement) responses (van Al-
phen et al. 2010), it is difficult to construct contrast sensitivity
functions from their data because they did not search for minimal
detectable contrasts or spatial frequencies. Perceptual learning
was unlikely to affect our thresholds, as the spatial frequency of
the stimulus was most often changed from one session to the next
(cf. Merigan and Katz 1990). It is also important to consider the
method used to calculate threshold when comparing between
studies. We used the 50% point of the psychometric function, i.e.,
the midpoint between the upper and lower saturation points.
Animals perform above chance below this threshold: for example,
in Fig. 3, the 50% threshold is 2.6%, but animals perform above
chance for a contrast of 1.5%. Most previous work in rodents,

Fig. 7. A summary of previous behavioral measurements of contrast
sensitivity using both reflexive and operant measures. X-axis: spatial
frequency. Y-axis: contrast sensitivity (reciprocal of threshold); peak
contrast threshold for each data set is noted in black. Colored lines:
replotting of data in Fig. 5 with same conventions. Thick black line:
best-fit interpolating cubic spline to data from Fig. 5. Black dashed line:
optomotor measurements adapted from adult data in Fig. 4 of Prusky et
al. (2004). Thin black line: operant measurements using a water maze
task (Prusky and Douglas 2004). Magenta triangle: operant measurement
using a head-free nose-poke 2-alternative forced-choice (2AFC) task
from Busse et al. (2011). Brown: optokinetic measurements from Fig. 3
of van Alphen et al. (2009). We plot the 2 points that produced an eye
movement gain significantly different from 0. This may differ slightly
from psychometric threshold because contrasts between 1 and 5% were
not tested and any movement at all is considered above threshold (instead
of 50% or higher as in a psychometric function; see DISCUSSION).
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estimate the borders of striate cortex according to stere-
otaxic coordinates (Franklin & Paxinos, 2000), and the
borders were superimposed on the illustration of each
animal!s brain.

3. Results

3.1. Intact visual function

3.1.1. Grating-versus-gray acuity
The mice in this experiment exhibited a pattern of

performance in training and testing similar to mice in
our previous studies in which we utilized sine-wave grat-
ing-versus-gray discriminations (Prusky et al., 2000a,
2000b; Prusky & Douglas, 2003). The average grating
threshold (0.563 c/d; SEM = 0.021) was also comparable
to our previously reported values. The white bar in
Fig. 1 illustrates the grating-versus-gray threshold of
mice in this study.

3.1.2. Grating discrimination acuity
The average threshold of mice to discriminate a ver-

tical sine wave grating from a horizontal grating was
0.528 c/d (SEM = 0.011). This threshold was not signif-
icantly different than the threshold to detect a sine wave
grating from gray (F = 2.17; p = 0.1790). The black bar
in Fig. 1 graphically illustrates the grating discrimina-
tion threshold.

3.1.3. Contrast sensitivity
The contrast threshold to detect a sine wave grating

from gray varied as a function of spatial frequency. At
0.059 c/d, the average contrast sensitivity of intact ani-
mals was 2.34 (SEM = 0.199). At 0.119 c/d, the thresh-

old was 5.04 (SEM = 0.324). The contrast sensitivity
peaked at 6.37 at 0.208 c/d (SEM = 0.537), then dropped
to 3.4 at 0.297 c/d (SEM = 0.311) and dropped further
to 2.294 at 0.445 c/d (SEM = 0.183). The acuity extrap-
olated from a polynomial fit of the data is between 0.5
and 0.6 c/d. The contrast sensitivity of intact animals
is shown in Fig. 2.

3.2. Surgery

Fig. 3 shows the extent of cortical lesions in the five
mice used in this study. The size of the lesions varied,
but in all animals, a substantial portion of V1 was re-
moved bilaterally and cortical white matter appeared
undamaged. In general, the lesions were biased toward
rostral V1, and in some animals, a significant portion
of posterolateral V1 remained intact. In some cases,
the lesions may have encroached into extrastriate cortex.

3.3. Post-lesion visual function

3.3.1. Grating-versus-gray
The threshold to discriminate a sine wave grating

from gray was reduced significantly (F = 648;
p < 0.0001) from 0.563 to 0.26 c/d (SEM = 0.022) fol-
lowing V1 lesions. The surgery did not affect the ability
of animals to perform competently in the visual water
task at low spatial frequencies; they had near perfect
accuracy at distinguishing the sine wave grating from
gray. At around 0.2 c/d however, a much lower spatial
frequency than before surgery, animals began to make
a significant number of errors, and fell below 70% cor-
rect at about 0.30 c/d lower than before surgery. The left
panel of Fig. 4 shows these results graphically. We
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Fig. 1. Grating-versus-gray (G vs G) and vertical versus horizontal
(V vs H) discrimination thresholds. The acuity of mice measured by
discriminating a sine wave grating from gray (0.563 c/d; white bar) did
not differ significantly from acuity measured by discriminating a
vertical from a horizontal sine wave grating (0.528 c/d; black bar). The
small vertical lines at the top of the bars represent + standard error of
the mean.

Fig. 2. Contrast sensitivity curve. Spatial frequency (x-axis) is plotted
as a function of contrast sensitivity (y-axis) on log scales. The mice
exhibited an inverted ‘‘U’’-shaped function, typical of a mammal,
which had maximum sensitivity at 0.208 c/d. The solid line is a best-fit
curve of the data. The arrow points to the spatial frequency expected
to be the threshold at 100% contrast (acuity). +/! SEMs are plotted on
each symbol.
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found no significant correlation between the area of cor-
tical damage and post-lesion acuity, or between the area
of cortical damage and the relative loss of acuity as the
result of the lesion.

3.3.2. Grating discrimination acuity
V1 lesions significantly (F = 126.493; p = 0.0004) re-

duced the threshold of animals to discriminate a vertical
from a horizontal grating. The pre-surgery acuity of
0.528 c/d fell to 0.279 c/d (SEM = 0.024) following sur-
gery. There was no significant difference in post lesion
acuity between the gray-versus-grating and grating dis-
crimination values (F = 0.527; p = 0.4887). The right
panel of Fig. 4 shows these results graphically. We
found no significant correlation between the area of cor-
tical damage and post-lesion acuity, or between the area
of cortical damage and the relative loss of acuity as the
result of the lesion.

3.3.3. Contrast sensitivity
Contrast sensitivity was significantly affected by sur-

gery. An analysis of variance revealed that there was a
significant effect of surgery (F = 56.244; p < 0.0001)
and a surgery by spatial frequency interaction
(F = 14.526; p = 0.0006). Post-hoc Tukey/Kramer tests

revealed that surgery significantly reduced the contrast
sensitivity at 0.208 and 0.445 c/d, but not at 0.059 c/d
(P < 0.05). Fig. 5 plots these results graphically. We
found no significant correlation between the area of

B1 B2 B3 G1 G3

2mm

Fig. 3. Reconstruction of cortical lesions. The brain of each animal in the study is outlined in black, the estimated boundaries of V1 are outlined by
dashed black lines, and lesions are shown in gray. The lesions removed a large segment of V1 bilaterally in each animal. Portions of lateral and rostral
V1 appear to be spared in some animals, and some animals may have sustained damage to extrastriate cortex. Scale bar = 2 mm.
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Fig. 4. Effect of V1 aspiration on visual acuity. (A) Visual acuity of intact animals (white bar), measured by discriminating a grating from gray, was
significantly reduced following V1 lesions (light gray bar). (B) Visual acuity of intact animals (black bar), measured by discriminating a horizontal
grating from a vertical grating, was significantly reduced following V1 lesions (dark gray bar). The small vertical lines at the top of the bars
represent + standard error of the mean. Asterisks indicate significant (p 6 0.05) mean differences.

Fig. 5. Effect of V1 aspirations on contrast sensitivity. Intact values
are indicated by open circles and a dotted line; post-surgical values are
indicated by closed circles, and a solid lines. Contrast sensitivity at
0.059 c/d was unaffected by V1 lesions, however, sensitivity was
significantly reduced at 0.208 and 0.445 c/d. +/! SEMs are plotted on
each symbol. Asterisks indicate significant (p 6 0.05) mean differences.
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found no significant correlation between the area of cor-
tical damage and post-lesion acuity, or between the area
of cortical damage and the relative loss of acuity as the
result of the lesion.

3.3.2. Grating discrimination acuity
V1 lesions significantly (F = 126.493; p = 0.0004) re-

duced the threshold of animals to discriminate a vertical
from a horizontal grating. The pre-surgery acuity of
0.528 c/d fell to 0.279 c/d (SEM = 0.024) following sur-
gery. There was no significant difference in post lesion
acuity between the gray-versus-grating and grating dis-
crimination values (F = 0.527; p = 0.4887). The right
panel of Fig. 4 shows these results graphically. We
found no significant correlation between the area of cor-
tical damage and post-lesion acuity, or between the area
of cortical damage and the relative loss of acuity as the
result of the lesion.

3.3.3. Contrast sensitivity
Contrast sensitivity was significantly affected by sur-

gery. An analysis of variance revealed that there was a
significant effect of surgery (F = 56.244; p < 0.0001)
and a surgery by spatial frequency interaction
(F = 14.526; p = 0.0006). Post-hoc Tukey/Kramer tests

revealed that surgery significantly reduced the contrast
sensitivity at 0.208 and 0.445 c/d, but not at 0.059 c/d
(P < 0.05). Fig. 5 plots these results graphically. We
found no significant correlation between the area of
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Fig. 3. Reconstruction of cortical lesions. The brain of each animal in the study is outlined in black, the estimated boundaries of V1 are outlined by
dashed black lines, and lesions are shown in gray. The lesions removed a large segment of V1 bilaterally in each animal. Portions of lateral and rostral
V1 appear to be spared in some animals, and some animals may have sustained damage to extrastriate cortex. Scale bar = 2 mm.
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Fig. 4. Effect of V1 aspiration on visual acuity. (A) Visual acuity of intact animals (white bar), measured by discriminating a grating from gray, was
significantly reduced following V1 lesions (light gray bar). (B) Visual acuity of intact animals (black bar), measured by discriminating a horizontal
grating from a vertical grating, was significantly reduced following V1 lesions (dark gray bar). The small vertical lines at the top of the bars
represent + standard error of the mean. Asterisks indicate significant (p 6 0.05) mean differences.

Fig. 5. Effect of V1 aspirations on contrast sensitivity. Intact values
are indicated by open circles and a dotted line; post-surgical values are
indicated by closed circles, and a solid lines. Contrast sensitivity at
0.059 c/d was unaffected by V1 lesions, however, sensitivity was
significantly reduced at 0.208 and 0.445 c/d. +/! SEMs are plotted on
each symbol. Asterisks indicate significant (p 6 0.05) mean differences.
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Effects of striate cortex removal in monkey

Merigan et al., 1993

The Journal of Neuroscience, July 1993, 13(7) 3185 

Upper Visual Field (deg) 

Figure 5. Visual acuity across the upper visual field of monkey 9 102. Visual acuity was measured at a 2“ spacing vertically and horizontally across 
the visual field, except around the lesion where samples were taken at 0.5” spacing. The surface, fit by interpolation of cubic splines to these points, 
passes through all data points. Highest acuity was at the fovea (0” on horizontal and vertical meridia), and each contour represents a decrease of 
anproximately 10% of that value. The circle of white dots represents the location of the Vl lesion calculated from physiological and histological 
mapping of the lesion. 

at two other visual field locations at which there were V2 (but 
not Vl) lesions, 6” below and 4” left, and 4” below and 6” left 
of fixation. 

Percent correct performance in discriminating the orientation 
ofdistinctive line segments is shown in Figure 10. Both monkeys 
performed over 85% correct in the control portion of the visual 
field. However, neither monkey was able to perform reliably 
above chance (50%) in the region corresponding to the V2 lesion. 
We are confident that this lack of discrimination ability was not 
due simply to lack of familiarity with the task. Both monkeys 
showed discrimination performance of over 80% within the first 
two sessions in the control part of the visual field, and showed 
no difficulty with the task for all field loci tested in this quadrant, 
which included all locations out to 6” eccentricity. However, 
within the V2 lesion they failed to reach high levels of perfor- 
mance despite over 20 test sessions in different regions of the 
visual field within the lesion quadrant. 

The next three figures show performance of the same monkeys 
on tasks designed to clarify the basis of the disrupted perfor- 
mance on the discrimination shown in Figure 10. In the first 
task (Fig. 1 l), the monkey reported whether or not a single right 
oblique line segment was present. With this task, the perfor- 
mance of both monkeys within the lesion rapidly improved to 
over 80%. In a second variant of the original discrimination 
(Fig. 12) the three unique line segments were made to differ in 
width as well as orientation from the surrounding segments. 
This difference greatly improved the performance of monkey 
857, raising lesion locus performance to approximately 80%, 
while that of monkey 9102 also improved, but only to about 
75%. In a final control procedure (Fig. 13), the textures were 
made up of small squares of color rather than oriented line 
segments. Again, the monkeys were able to perform this task at 
levels substantially above chance, and this high level of perfor- 
mance was not affected when the relative luminance of the two 
colors was varied around isoluminance. 

Discussion 
In this first controlled fixation study of the visual effects of V2 
(as well as partial V3) lesions, we found no alteration in visual 
acuity and little or no change in contrast sensitivity. Conversely, 
a small lesion of area V 1 caused an apparently complete loss of 
visual function in the corresponding region of the visual field, 
with no recovery over the 10 months of the experiment. How- 

ever, two tasks chosen to reflect shape discrimination or group- 
ing abilities were severely impaired by the V2 lesions, again 
with no recovery evident over the 10 month survival period. 
Control observations made with related tasks suggested that the 
apparently selective loss was not due simply to task difficulty 
or to an inability to detect the elements of textures to be grouped. 
These results suggest that lesions of area V2 may selectively 
interfere with grouping processes without disrupting basic visual 
capacities. 

Efects of VI and V2 lesions on basic capacities 
The VI lesion in the current study entirely eliminated acuity 
and contrast sensitivity, a result consistent with many previous 
studies that have shown that Vl lesions abolish most visual 
capabilities (see below). This result is readily explained by the 
fact that virtually all of the geniculocortical projection passes 
through V 1, so V 1 lesions remove most of the input to visual 
cortex. For this reason, it is not possible to dissociate the con- 
tribution that VI makes as the source of visual input for ex- 
trastriate cortex from any specific behavioral contributions that 
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Figure 6. Visual acuity along a horizontal plane through the upper 
visual field of monkey 9 102. The plane is 2” above the fovea. An abrupt 
decrease in acuity was found at about 4-6” in the left upper field, cor- 
responding to the location of the Vl lesion. Error bars are +SEM. 
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the shaded area, the extent of the standard deviation. 
Open symbols indicate the extrapolated high-frequency 
cutoff points. The solid curves are the best-fitting lines 
determined by exponential equations for the high- and 
low-frequency limbs. 

trast is required for the destriated animal 
to detect a grating. Such comparisons are 
made readily on a visuogram (4), which il- 
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FIG. 6. Psychometric functions of a destriated 
monkey (890). Notation of top and bottom graphs as in 
Figure 3. 
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FIG. 7. Visuogram of effect of total bilateral re- 
moval of striate cortex. The upper line represents the 
standardized normal contrast sensitivity function. 
Points in the lower line are the mean values of 20 times 
the logarithm of the ratio preoperative/postoperative 
sensitivity at each spatial frequency. Shaded area 
indicates the standard deviations. Open symbols are 
the mean of extrapolated values (high-frequency cut- 
off points). 

lustrates the magnitude of the sensitivity loss 
and the reduction in the frequency range 
(Fig. 7). The deficit can be described as a 
flat loss of 26 2 2 dB. The peak sensitivity, 
although diminished by this amount, was 
calculated to be 1.9 cycles/deg preopera- 
tively and postoperatively. 
Anatomical observations 

Two animals (monkeys 878 and 880) were 
killed on completion of the postoperative 
phase. The extent of the ablations deter- 
mined by reconstructions from serial sec- 
tions is illustrated in Fig. 8. In each animal, 
the striate cortex (area 17, OC) was com- 
pletely absent on both sides, including the 
portion at the rostra1 end of the calcarine 
fissure (Fig. 9A, B, C). In addition, cir- 
cumstriate cortices were partially damaged; 
an estimated 75% of area OB and 25% of 
area OA. It should be noted, however, that 
the fovea1 prestriate cortex (54) was not in- 
cluded in the lesion. The optic radiations 
in both hemispheres underwent marked 
gliosis. Retrograde degeneration was ob- 
served in the dorsal lateral geniculate 
nucleus (LGNd) and the pulvinars. The 
characteristic layering of the LGNd was 
mostly absent, although a faint lamination 
was present in monkey 878 (Fig. 90). Under 
high magnification, a few scattered pale- 
staining neurons were observed and inter- 
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found no significant correlation between the area of cor-
tical damage and post-lesion acuity, or between the area
of cortical damage and the relative loss of acuity as the
result of the lesion.

3.3.2. Grating discrimination acuity
V1 lesions significantly (F = 126.493; p = 0.0004) re-

duced the threshold of animals to discriminate a vertical
from a horizontal grating. The pre-surgery acuity of
0.528 c/d fell to 0.279 c/d (SEM = 0.024) following sur-
gery. There was no significant difference in post lesion
acuity between the gray-versus-grating and grating dis-
crimination values (F = 0.527; p = 0.4887). The right
panel of Fig. 4 shows these results graphically. We
found no significant correlation between the area of cor-
tical damage and post-lesion acuity, or between the area
of cortical damage and the relative loss of acuity as the
result of the lesion.

3.3.3. Contrast sensitivity
Contrast sensitivity was significantly affected by sur-

gery. An analysis of variance revealed that there was a
significant effect of surgery (F = 56.244; p < 0.0001)
and a surgery by spatial frequency interaction
(F = 14.526; p = 0.0006). Post-hoc Tukey/Kramer tests

revealed that surgery significantly reduced the contrast
sensitivity at 0.208 and 0.445 c/d, but not at 0.059 c/d
(P < 0.05). Fig. 5 plots these results graphically. We
found no significant correlation between the area of

B1 B2 B3 G1 G3

2mm

Fig. 3. Reconstruction of cortical lesions. The brain of each animal in the study is outlined in black, the estimated boundaries of V1 are outlined by
dashed black lines, and lesions are shown in gray. The lesions removed a large segment of V1 bilaterally in each animal. Portions of lateral and rostral
V1 appear to be spared in some animals, and some animals may have sustained damage to extrastriate cortex. Scale bar = 2 mm.
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Fig. 4. Effect of V1 aspiration on visual acuity. (A) Visual acuity of intact animals (white bar), measured by discriminating a grating from gray, was
significantly reduced following V1 lesions (light gray bar). (B) Visual acuity of intact animals (black bar), measured by discriminating a horizontal
grating from a vertical grating, was significantly reduced following V1 lesions (dark gray bar). The small vertical lines at the top of the bars
represent + standard error of the mean. Asterisks indicate significant (p 6 0.05) mean differences.

Fig. 5. Effect of V1 aspirations on contrast sensitivity. Intact values
are indicated by open circles and a dotted line; post-surgical values are
indicated by closed circles, and a solid lines. Contrast sensitivity at
0.059 c/d was unaffected by V1 lesions, however, sensitivity was
significantly reduced at 0.208 and 0.445 c/d. +/! SEMs are plotted on
each symbol. Asterisks indicate significant (p 6 0.05) mean differences.
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Other rodents may be different
(Lashley, Schneider, ... Reinagel, and many others)
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FIG. 20. Result of repeated experimental trials in
the perimetrically-blind hemifield of Case I. The data
were generated in two series of 5 x 100 frequency of
seeing trials at each of two contrast levels, A, results
of trials at 90% contrast; B, of trials at 30% contrast.
The test location for all trials was 20° eccentric in the
perimetrically-blind hemifield. Temporal modulation
frequency was 5 Hz, corresponding to this subject's
peak modulation response at the same eccentricity in
the sighted hemifield (see fig. 11A). The isolated
datum point indicated by a vertical arrow to the right
of the abscissa in both A and B is the mean (±1 SD)
of the total of 10 x 100 trials.

90% contrast.) It is true that some isolated readings were significantly above
chance but there seemed to be no consistency across temporal frequency or
eccentricity. More importantly, these readings were not consistently high when
repeated (compare filled with unfilled symbols in figs 15B, C, 16C and 18B).

As a further control, in 1 subject we assessed whether practice might improve
performance in the blind hemifield. On two separate occasions subject E.C.
undertook two series of 5 blocks of 100 stimulus trials at a locus of 20° in the
blind hemifield and at a temporal frequency of 5 Hz (this temporal modulation
value producing peak contrast sensitivity for 20° eccentric fixation in the sighted
field: see fig. 1 1A). At the first session the sequence of low contrast trials (at 30%)
were run before the high contrast (90%) sequence; at the second session later that
week the high contrast trials were run first. With reference to the two frames of
fig. 20, no consistent trend or improvement in performance with practice was
found. The datum point representing the mean of the combined data for the total
of 10 x 100 trials is indicated by a vertical arrow to the right of the abscissa in
fig. 20A, B.
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excitatory and inhibitory mechanisms, each with a Gaussian spa-
tial sensitivity profile and with the inhibitory mechanism being
broader than the excitatory one (also see DeAngelis et al., 1994).
Cavanaugh et al. (2002) found that a ratio of Gaussian model was
the best fit to their data, whereas Sceniak et al. (2001) favored
a difference of Gaussian (DOG) model. The spatial spread of
the center and surround mechanisms in these studies was
estimated directly, and in one study (Sceniak et al., 2001)
exclusively, from the fitted curves. In the present study, we fit
our spatial summation data to a DOG model and used the fits
mainly to derive robust estimates of SF and surround field
sizes. Because the parameters derived from the Gaussian sen-
sitivity functions depend strongly on assumptions about the
mechanisms underlying center-surround interactions that may
not be valid, we chose to report empirical measurements of SF
and surround sizes. However, because the DOG model is a
good descriptor of our summation data, and to allow for
comparison with previous studies, we also derived from the
fitted curves the Gaussian spread (radius) of the excitatory and
inhibitory components (Sceniak et al., 2001) (for details, see
Levitt and Lund, 2002). The population means were 1.2° for
the excitatory radius and 2.7° for the inhibitory radius, reveal-
ing a somewhat larger mean RF center mechanism than our
empirical measurements of high-contrast SF size. The width of
the surround inhibitory mechanism instead agreed well with
our empirical measurements of surround size as described in
Figure 2, d and e. These results are consistent with data from

Sceniak et al. (2001), although our model parameters are
somewhat larger than those reported by Cavanaugh et al.
(2002).

Cortical extent and patterns of horizontal and
feedback connections
CTB (n ! 8) or BDA (n ! 2) injections (uptake zone diameters,
0.27–1.2 mm) were made in physiologically characterized V1 loci
at different cortical depths (n ! 2 in layers 1–3, 5 in layers 1–4C,
1 in layers 1–5, and 2 in layers 1–6) between 2.5 and 7.5° eccen-
tricity in the lower visual field representation. Consistent with
previous results obtained with different anatomical tracers (Rock-
land and Lund, 1983; Yoshioka et al., 1996), CTB or BDA
injections in macaque V1 layers 2/3 produced patches of terminal
label surrounding the injected V1 column (Fig. 3). CTB addition-
ally retrogradely labeled cell bodies (but not fibers) within each
patch, indicating the reciprocal nature of these connections (Fig.
3, inset). Reciprocal lateral connections were also labeled in layers
4B/upper 4C! and 5/6, when the tracer injection involved these
V1 laminas. Both tracers revealed different patterns of label in
these layers: bar-shaped fields in 4B/upper 4C! (Asi et al., 1996;
Angelucci et al., 2002) and a less patchy, more diffuse label in 5/6
(Rockland and Knutson, 2001). The labeled fields of lateral
connections in all V1 layers were anisotropic in cortical space
(Fig. 3). In layers 2/3, the longer axis of label (D(mm)) (Fig. 1b),
known to extend orthogonal to the ocular dominance domains
(Yoshioka et al., 1996), measured on average 6 " 0.7 mm (ex-
tending up to 9 mm). The distance from the edge of the tracer
uptake zone to the farthest labeled cell averaged 2.9 " 0.4 mm.
The most distant labeled cells were consistently located laterally
to the injection site, i.e., toward the foveal representation of V1
(Fig. 3). Furthermore, the mean anisotropy ratio (extent of long/
short axis) of CTB-labeled layer 2/3 lateral connection fields was
1.56 " 0.1, closely matching the anisotropy ratio (1.6) of the V1
magnification factor in these layers due to the ocular dominance
domains (Blasdel and Campbell, 2001). The latter two observa-

Figure 3. Patchy lateral (or horizontal) connections in layers 2/3 of
macaque area V1. A surface view 2D composite reconstruction of CTB-
labeled connections is shown. The labeled field axes measured 9 # 6 mm.
Black oval, CTB uptake zone; blank annulus, region of heavy label. Note
anisotropic distribution of overall label. The foveal representation is
toward the bottom (lateral V1); the V1–V2 border is to the right (anterior
V1). Small square, Labeled patch shown at higher power in the inset. Scale
bar, 500 "m (corrected for 30% shrinkage). Inset, High-power drawing of
patch in the small square, showing labeled fibers and somata (dots),
indicating reciprocity of connections. Scale bar, 100 "m.

Table 1. Cortical extent and anisotropy of V1 lateral connections and of
feedback connections to V1

Connections Cortical layer Long axisa
Anisotropy
ratiob

V1 lateral 2/3 (n ! 10) 6 " 0.7 (3–9) 1.56 " 0.12
4B/4C! (n ! 8) 6.7 " 0.7 (4.7–10) 1.5 " 0.1
5/6 (n ! 3) 7.9 " 1.6 (6.3–9.5) 1.76 " 0.2

FB in V2 2/3A (n ! 5) 6.1 " 0.6 (4.6–8.3) 3.4 " 0.8
5/6 (n ! 6) 6.4 " 1.2 (4–9.4) 3.9 " 1.0

FB in V3 2/3A (n ! 5) 5.2 " 1.2 (2.7–8.1) 3.3 " 0.6
5/6 (n ! 5) 7.9 " 1.2 (4.5–9.8) 3.2 " 0.2

FB in MT 2/3A (n ! 1) 4.5 2.8
5/6 (n ! 2) 8.9 " 2.1 (6.8–10.9) 2 " 0.4

FB in V1
from V2 all (n ! 3) 6.8 " 0.4 (6.4–7.6) 2 " 0.1

FB in V1
from V3 all (n ! 3) 13.4 " 0.5 (12.9–13.9) 2 " 0.2

All values are mean " SEM. Values in parenthesis are minimum and maximum; n,
number of labeled connectional fields in the layer.
aExtent (D(mm) ; see Fig. 1b) of labeled field long axis (i.e., along the cortical area’s
elevation axis).
bExtent of long axis/extent of short axis of labeled field.
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a difference of Gaussian (DOG) model. The spatial spread of
the center and surround mechanisms in these studies was
estimated directly, and in one study (Sceniak et al., 2001)
exclusively, from the fitted curves. In the present study, we fit
our spatial summation data to a DOG model and used the fits
mainly to derive robust estimates of SF and surround field
sizes. Because the parameters derived from the Gaussian sen-
sitivity functions depend strongly on assumptions about the
mechanisms underlying center-surround interactions that may
not be valid, we chose to report empirical measurements of SF
and surround sizes. However, because the DOG model is a
good descriptor of our summation data, and to allow for
comparison with previous studies, we also derived from the
fitted curves the Gaussian spread (radius) of the excitatory and
inhibitory components (Sceniak et al., 2001) (for details, see
Levitt and Lund, 2002). The population means were 1.2° for
the excitatory radius and 2.7° for the inhibitory radius, reveal-
ing a somewhat larger mean RF center mechanism than our
empirical measurements of high-contrast SF size. The width of
the surround inhibitory mechanism instead agreed well with
our empirical measurements of surround size as described in
Figure 2, d and e. These results are consistent with data from
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macaque area V1. A surface view 2D composite reconstruction of CTB-
labeled connections is shown. The labeled field axes measured 9 # 6 mm.
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indicating reciprocity of connections. Scale bar, 100 "m.
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Local connectivity of macaque V1

Cortical representation
measured with 2-deoxy-glucose

Tootell et al. (1988)

excitatory and inhibitory mechanisms, each with a Gaussian spa-
tial sensitivity profile and with the inhibitory mechanism being
broader than the excitatory one (also see DeAngelis et al., 1994).
Cavanaugh et al. (2002) found that a ratio of Gaussian model was
the best fit to their data, whereas Sceniak et al. (2001) favored
a difference of Gaussian (DOG) model. The spatial spread of
the center and surround mechanisms in these studies was
estimated directly, and in one study (Sceniak et al., 2001)
exclusively, from the fitted curves. In the present study, we fit
our spatial summation data to a DOG model and used the fits
mainly to derive robust estimates of SF and surround field
sizes. Because the parameters derived from the Gaussian sen-
sitivity functions depend strongly on assumptions about the
mechanisms underlying center-surround interactions that may
not be valid, we chose to report empirical measurements of SF
and surround sizes. However, because the DOG model is a
good descriptor of our summation data, and to allow for
comparison with previous studies, we also derived from the
fitted curves the Gaussian spread (radius) of the excitatory and
inhibitory components (Sceniak et al., 2001) (for details, see
Levitt and Lund, 2002). The population means were 1.2° for
the excitatory radius and 2.7° for the inhibitory radius, reveal-
ing a somewhat larger mean RF center mechanism than our
empirical measurements of high-contrast SF size. The width of
the surround inhibitory mechanism instead agreed well with
our empirical measurements of surround size as described in
Figure 2, d and e. These results are consistent with data from
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short axis) of CTB-labeled layer 2/3 lateral connection fields was
1.56 " 0.1, closely matching the anisotropy ratio (1.6) of the V1
magnification factor in these layers due to the ocular dominance
domains (Blasdel and Campbell, 2001). The latter two observa-

Figure 3. Patchy lateral (or horizontal) connections in layers 2/3 of
macaque area V1. A surface view 2D composite reconstruction of CTB-
labeled connections is shown. The labeled field axes measured 9 # 6 mm.
Black oval, CTB uptake zone; blank annulus, region of heavy label. Note
anisotropic distribution of overall label. The foveal representation is
toward the bottom (lateral V1); the V1–V2 border is to the right (anterior
V1). Small square, Labeled patch shown at higher power in the inset. Scale
bar, 500 "m (corrected for 30% shrinkage). Inset, High-power drawing of
patch in the small square, showing labeled fibers and somata (dots),
indicating reciprocity of connections. Scale bar, 100 "m.

Table 1. Cortical extent and anisotropy of V1 lateral connections and of
feedback connections to V1

Connections Cortical layer Long axisa
Anisotropy
ratiob

V1 lateral 2/3 (n ! 10) 6 " 0.7 (3–9) 1.56 " 0.12
4B/4C! (n ! 8) 6.7 " 0.7 (4.7–10) 1.5 " 0.1
5/6 (n ! 3) 7.9 " 1.6 (6.3–9.5) 1.76 " 0.2

FB in V2 2/3A (n ! 5) 6.1 " 0.6 (4.6–8.3) 3.4 " 0.8
5/6 (n ! 6) 6.4 " 1.2 (4–9.4) 3.9 " 1.0

FB in V3 2/3A (n ! 5) 5.2 " 1.2 (2.7–8.1) 3.3 " 0.6
5/6 (n ! 5) 7.9 " 1.2 (4.5–9.8) 3.2 " 0.2

FB in MT 2/3A (n ! 1) 4.5 2.8
5/6 (n ! 2) 8.9 " 2.1 (6.8–10.9) 2 " 0.4

FB in V1
from V2 all (n ! 3) 6.8 " 0.4 (6.4–7.6) 2 " 0.1

FB in V1
from V3 all (n ! 3) 13.4 " 0.5 (12.9–13.9) 2 " 0.2

All values are mean " SEM. Values in parenthesis are minimum and maximum; n,
number of labeled connectional fields in the layer.
aExtent (D(mm) ; see Fig. 1b) of labeled field long axis (i.e., along the cortical area’s
elevation axis).
bExtent of long axis/extent of short axis of labeled field.
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strengths, cluster, and graph analyses demonstrate that visual
areas are segregated into interconnected dorsal and ventral
modules that are reminiscent of dorsal and ventral streams in
primates.

Materials and Methods
Experiments were performed in 6- to 8-week-old C57BL/6J male and
female mice. All experimental procedures were approved by the Institu-
tional Animal Care and Use Committee at Washington University and
conformed to the National Institutes of Health guidelines.

Tracer injections. For tracer injections, male and female mice were
anesthetized with a mixture of ketamine (86 mg/kg) and xylazine (13
mg/kg, i.p) and secured in a head holder. The body temperature was
maintained at 37°C. In each animal, the callosal and the ipsilateral corti-
cal connections were labeled on the left side of the brain. Callosal con-
nections were retrogradely labeled by making 30 – 40 pressure injections
(Picospritzer; Parker-Hannafin) with glass pipettes (20 !m tip diameter)
of bisbenzimide (5% in H2O, 20 nl each; Sigma) into the right occipital,
temporal, and parietal cortices. Local intracortical connections within
the left hemisphere were anterogradely labeled by inserting glass pipettes
(15 !m tip diameter) into the brain and iontophoretic injection (3 !A,
7 s on/off duty cycle for 7 min; Midgrad current source; Stoelting) of
biotinylated dextran amine (BDA; 10,000 molecular weight, 5% in H2O,
20 nl; Invitrogen). Injections were performed stereotaxically 0.35 mm
below the pial surface, using a coordinate system whose origin was the
intersection between the midline and a perpendicular beam drawn from
the anterior border of the transverse sinus at the pole of the occipital
cortex. The coordinates of the injected areas were (anterior/lateral in
mm): V1, 1.1/2.8; LM, 1.4/4.1; AL, 2.4/3.7; posterior (P), 1.0/4.2; latero-

intermediate (LI), 1.45/4.2; postrhinal (POR), 1.15/4.3; rostrolateral
(RL), 2.8/3.3; anterior (A), 3.4/2.4; posteromedial (PM), 1.9/1.6; antero-
medial (AM), 3.0/1.7.

Histology. Three days after the tracer injections, mice were deeply anes-
thetized with an overdose of ketamine/xylazine and perfused through the
heart with PBS, followed by 1% paraformaldehyde (PFA) in 0.1 M phos-
phate buffer, pH 7.4. The cortex was immediately separated from the rest
of the brain, flattened or completely unfolded, placed white matter down
on a filter paper laying on top of a thin strip of sponge, and covered with
a glass slide (25 ! 75 ! 1 mm). The assembly was postfixed in a Petri dish
filled with 4% PFA and stored overnight at 4°C. After postfixation, the
tissue was cryoprotected in 30% sucrose and cut on a cryostat or freezing
microtome in the tangential plane at 50 !m.

To identify the injected area as well as the targets of anterogradely
BDA-labeled projections, we visualized in every case the regional myelo-
architecture and the callosal connections. Previously, we have used these
landmarks as reference to locate and/or directly identify the visuotopi-
cally organized areas V1, LM, P, LI, POR, AL, RL, A, PM, and AM (Wang
and Burkhalter, 2007). Both histological patterns were imaged in wet-
mounted sections with a CCD camera (CoolSnap EZ; Photometrics).
Sections through layer 4 were imaged under a dissecting microscope
(Wild M5, Leica), equipped with dark-field optics. Under these condi-
tions, heavily myelinated areas appeared lighter than the background
(Fig. 1c). Sections through layer 2/3 were imaged under a fluorescence
microscope (Nikon Eclipse 80i) equipped with UV optics. This illumi-
nation revealed blue retrogradely bisbenzimide-labeled callosal projec-
tion neurons (Fig. 1a). To parcel the rest of cortex in which
myeloarchitecture and callosal patterns showed less structure, we stained
complete sets of sections of each BDA-injected hemisphere with an an-

Figure 1. Connections of V1 in tangential sections through flat-mounted mouse cerebral cortex. a, b, Dark-field image of anterogradely labeled axonal projections (yellow, high-density clusters
are marked by even higher-density red– brown centers) after injection of BDA into V1 (arrow). Blue labeling in a represents landmark pattern of retrogradely bisbenzimide-labeled callosal projection
neurons. c, Dark-field image of wet-mounted, unstained section through layer 4, showing bright myelin-rich cortical fields. d, CO-stained tangential section through layer 4, showing differential
expression across cerebral cortex. Scale bars, 1 mm. Axes: A, anterior; P, posterior; M, medial; L, lateral. Arrows indicate injection site. A, Anterior; AID, anterior dorsal insula; AIV, anterior ventral
insula; AL, anterolateral; AM, anteromedial; Amy, amygdala; AOB, accessory olfactory bulb; Au, auditory; CA1, hippocampus; CC, corpus callosum; Cg1, cingulate 1; Cg2, cingulate 2; DA, dorsal
anterior; DLO, dorsal lateral orbital; DP, dorsal posterior; FrA, frontal association; IL, infralimbic; LEC, lateral entorhinal; LI, lateral intermediate; LM, lateral medial; LO, lateral orbital; M1, motor 1; M2,
motor 2; MEC, medial entorhinal; MM, mediomedial; MO, medial orbital; OB, olfactory bulb; P, posterior; PaS, parasubiculum; Pir, piriform; PM, posterior medial; POR, postrhinal; PrL, prelimbic; PrS,
presubiculum; PV, parietal ventral; rf, rhinal fissure; RL, rostrolateral; RSD, retrosplenial dysgranular; RSG, retrosplenial granular; S1, somatosensory 1; S2, somatosensory 2; TEa, temporal anterior;
TEp, temporal posterior; Tu, olfactory tubercle; V1, primary visual; VO, ventral orbital. Abbreviations apply to subsequent figures.
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have been published elsewhere (Zheng et al., 2007; Maruko

et al., 2008) (see Table 1 for summary).

Each neuron was classified as a simple or complex cell

on the basis of the temporal characteristics of their

responses to drifting sine wave gratings of the optimal

orientation and spatial frequency, i.e., by calculating F1/

F0 response ratios (Skottun et al., 1991). The distribution

of F1/F0 ratios was bimodal for V1 as reported in other

rodents and higher mammals (Fig. 2A). However, in V2L

only four out of 27 units (15%) were classified as simple

cells (F1/F0 ratios >1.0) whereas 26 out of 69 units

(38%) in V1 were identified as simple cells (Fig. 2A). The

proportion of V1 simple cells in this study was lower than

that reported by Niell and Stryker (2008) (49%), but

higher than the ratio found in V1 of gray squirrel (26%)

(Heimel et al., 2005). The difference in the proportion of

simple vs. complex cells between V1 and V2L is signifi-

cant (chi-square test, P < 0.03). Although the median F1/

F0 ratio of V1 neurons in layer IV was higher than those in

layers II–III or layers V–VI, these differences were not

statistically significant (Fig. 2B).

Spatial and temporal tuning and contrast
sensitivity

The neuron’s selectivity to stimulus orientation, spatial

frequency, temporal frequency, and contrast were quantita-

tively determined using drifting sinusoidal gratings that

extended over the entire screen from which the optimal

stimulus values were extracted for each unit. Figure 3 illus-

trates representative tuning functions of V1 and V2 neurons

for stimulus orientation, spatial and temporal frequency,

and contrast. These cortical neurons were remarkably well

tuned to each stimulus parameter and the tuning character-

istics were remarkably similar between V1 and V2.

Orientation/direction selectivity
To analyze orientation/direction selectivity across our

cell population, we calculated the OSI and DSI (Niell and

Stryker, 2008). The overall selectivity for stimulus orienta-

tion was quite high in V1 as reported by Niell and Stryker

(2008), and the median OSI was similar for V1 and V2L

neurons (0.90 for V1 and 1.0 for V2L) (Fig. 4A). The range

of orientation bandwidth (half-width at the half-height)

was broad for both V1 and V2L neurons, spanning from

only several degrees to over 90!. The median bandwidth

(half-width at half-height) was relatively narrow for both

V1 (21.3!) and V2L units (14.6!) (Fig. 4B). The average

bandwidth of orientation selective V1 units (22.2!) was

similar to the mean value found by Niell and Stryker

(2008). Although some units showed elevated responses

to one direction and not to an opposite direction, the me-

dian DSI was rather low (Fig. 4C), indicating that most

units were not sensitive to the direction of stimulus drifts.

The distribution here is similar to that reported by Niell

and Stryker (2008). The median DSI for V1 units (0.22)

Figure 3. Representative tuning curves for stimulus orientation (A,B), spatial frequency (C,D), temporal frequency (E,F), and contrast (G,H)

in mice.

Van den Bergh et al.
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quency and high temporal frequency pref-
erences tended to occur together. Two
example neurons that express these com-
binations of attributes are shown in Fig-
ure 1. The tuning curves shown in gray
derive from a layer 2/3 complex neuron
(F1/F0 ! 0.2) that was sharply tuned for
orientation with a DI of 0.68 (Fig. 1A),
was selective for patch size with modest
surround inhibition (Fig. 1B), had a
broad spatial frequency bandwidth of 2.8
octaves (corresponding to a linear range
of 0.17 c/deg) with a high peak spatial fre-
quency of 0.1 c/deg (Fig. 1C), had moder-
ate contrast sensitivity with a C50

(contrast at which response magnitude is
50% of peak) of 37% (Fig. 1D), showed
no significant selectivity for the direction
of moving random-dot patterns (DI !
0.29) (Fig. 1E), had low-pass temporal
frequency tuning with a preference for
frequencies of "1 Hz and a bandwidth at
half-maximal amplitude of 3.1 Hz (Fig.
1F), was bandpass tuned for the speed of
moving random-dot patterns with a pref-
erence for #5 deg/s and a full bandwidth
at half-maximal amplitude of 27 deg/s
(Fig. 1G), and was sensitive to the
strength of the motion signal measured
by the degree of coherence of randomly
moving dots (Fig. 1 H).

The tuning curves shown in black (Fig.
1) derive from a layer 2/3 neuron with a
different set of response properties. Simi-
lar to the “gray neuron” the “black neu-
ron” had a complex receptive field (F1/F0

! 0.23), but unlike in the gray cell the
black cells’ orientation tuning was nearly
flat (DI ! 0.39) (Fig. 1A), the size tuning
showed robust surround inhibition (SI ! 0.35) (Fig. 1B), the
peak spatial frequency was low (0.025 c/deg) and the tuning
bandwidth was narrow (2 octaves, corresponding to a linear
range of 0.044 c/deg) (Fig. 1C), the contrast sensitivity was high
(C50 ! 18%) (Fig. 1D), the direction selectivity was strong (DI !
0.59) (Fig. 1E), the temporal frequency tuning was bandpass
(half-maximal bandwidth ! 2.6 Hz) with a peak at 5.6 Hz (Fig. 1F),
the speed tuning was broad (full bandwidth $55 deg/s) with a high
peak velocity (37 deg/s) (Fig. 1G), and finally the neuron was
relatively insensitive to motion coherence (Fig. 1H).

It is evident from these comparisons that the high spatial res-
olution neuron shown in gray (Fig. 1) responded to a four times
broader range of spatial frequencies than the low spatial resolu-
tion neuron depicted in black (Fig. 1). In contrast, the low-
spatial-frequency neuron shown in black was twice as sensitive to
contrast, responded to a much broader range of speeds and
peaked at an eightfold higher temporal frequency. Similar asso-
ciations were found throughout the population of V1 neurons,
whose response properties tended to follow one of two patterns:
(1) high peak/broad bandwidth spatial frequency, low contrast
selectivity (i.e., DI), low peak/narrow bandwidth temporal fre-
quency, and low peak/narrow bandwidth speed tuning, or (2)
low peak/narrow bandwidth spatial frequency, high contrast
selectivity, high peak/broad bandwidth temporal frequency, and

high peak/broad bandwidth speed tuning. Before discussing the
conjunctive properties, we will first describe the responses to each
stimulus parameter separately.

Spontaneous activity
The majority (75%) of neurons showed low spontaneous firing
rates of "5 spikes/s (median: 2.7). Optimal stimulation of the
receptive fields evoked maximal response rates of #40 spikes/s
(median ! 14.6). Neurons with high spontaneous firing rates
generated significantly (ANOVA, p " 0.05) stronger responses.
Unlike previous recordings in V1 of mouse and gray squirrel
(Heimel et al., 2005; Niell and Stryker, 2008), we found no sig-
nificant (R 2 ! 0.025, p ! 0.81) difference in spontaneous firing
rates across cortical layers.

Latency
Latencies were extracted by pooling the responses to 10 repeti-
tions of the optimal stimulus across five different tuning runs
(i.e., orientation, spatial frequency, temporal frequency, contrast,
size). Pooling a total of 50 responses across stimulus conditions
and trials reduced the variance of the response and improved the
accuracy with which we were able to determine the time point at
which the firing rate increased significantly and consistently
above background. Measured in this way, we found that the me-

Figure 3. Spatial summation of V1 receptive fields. A, Raster plot showing the modulation of firing due to stimulation with a
drifting sinusoidal grating (0.25 c/deg) at 2 Hz. B, Normalized spike frequency plot of the neuron shown in A. The cell shows linear
summation properties with an F1/F0 ratio of 1.39. C, Distribution of F1/F0 across the population of V1 neurons. In the majority of
neurons the F1/F0 ratio is "1, indicating nonlinear summation properties, a characteristic of complex cells. The median F1/F0 is
indicated by an arrowhead. The gray arrow corresponds to the gray neuron shown in Figure 1. The black arrow refers to the black
neuron shown in Figure 1.
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using OSI ! 0.5 and F1/F0 ! 1 as thresholds for orientation
selectivity and linearity. A binary classification, which depends
on an arbitrary threshold, is difficult when the parameter is not
bimodally distributed. Even when a parameter does show a bi-
modal distribution, such as the F1/F0 ratio, this may not represent
a true distinction in either taxonomy or mechanism (Mechler
and Ringach, 2002). Our categorization is thus meant only to
provide a summary overview of response types for comparison
with other studies.

Across the population, 13% of units were not responsive to
any of the stimuli we used, and 9% were left unclassified because
they failed to give sufficient response to drifting gratings to esti-
mate orientation selectivity and linearity. In layers 2/3 and 4,
broad-spiking putative excitatory units were nearly always simple
and orientation selective, with a fraction of nonlinear oriented
units and a small number of simple nonoriented units in layer 4.
Layer 5, in contrast, showed mostly nonlinear responses, with a
large fraction of classic complex oriented units and a smaller
number of nonlinear nonoriented units. Layer 6 was similar to
layers 2/3 and 4, although with a greater number of nonlinear
oriented units and the highest proportion of nonresponsive
units. Finally, three-quarters of putative inhibitory units were
nonlinear, of which the vast majority were nonoriented.

Responses to noise movies
To measure responses to more complete, yet still well parameter-
ized, stimuli, we generated movies of stochastic noise with de-
fined spatial and temporal frequency spectra (Fig. 10A) (supple-
mental movie, available at www.jneurosci.org as supplemental
material). We used these movies to probe the overall visual re-
sponsiveness of units by periodically modulating the contrast so
that each movie transitioned sinusoidally from a gray back-
ground to full contrast movie and back to gray again, with a 10 s
period. This generally resulted in a periodic modulation of firing,
as demonstrated in Figure 10B. Modulating the contrast also
served to maintain high firing rates throughout the presentation,
because units often habituated and firing rates decreased during
long movies without varying contrast.

By measuring the ratio of the response amplitude at the fre-
quency of the movie modulation to the average firing rate
throughout the movie (Fig. 10C), we obtained a measure of over-
all visual drive. This value is 0 if the firing rate is constant during
the movie (no response) and 1 for a perfect sinusoidal modula-
tion with no baseline firing. It should be noted that, because this
is measuring the net firing in response to a rich stimulus, it
thereby combines both peak responsiveness and broadness of

tuning in a single metric. Figure 10D demonstrates that most
units were responsive to this visual stimulus, including many of
the units (55%, 17 of 31) for which we could not elicit a response
and measure receptive field properties using the episodic stimuli
described previously. The phase of the Fourier component at the
contrast-modulation frequency describes the time of optimal re-
sponse, which was generally slightly before the contrast maxi-
mum at 180°. Interestingly, a few units showed the opposite re-
sponse and actually decreased their firing rate in response to the
movies, as indicated by a phase near 0°, opposite to the rest of the
population. Figure 10E shows the responsiveness by layer and cell
type, demonstrating that layer 5 and 6 units tended to modulate
their firing rate less in response to the white noise movies ( p "
0.001), whereas upper layer 2/3 was the most responsive ( p #
0.01). Modulating the contrast in this manner and plotting the
averaged response over all cycles also permitted a form of con-
trast–response curve, as well as a rough measure of contrast ad-
aptation over periods #10 s (supplemental Fig. S5, available at
www.jneurosci.org as supplemental material).

Noise movies have been used extensively to measure linear
spatiotemporal receptive field structure directly by calculating
the spike-triggered average (Jones and Palmer, 1987a; Chichilni-
sky, 2001). For each spike that a neuron fires, we collected the
frame that preceded the spike by a time !. The average of all these
frames is known as the STA and, for a Gaussian white noise
stimulus, represents the linear kernel of the spatiotemporal re-
sponse of a neuron. In this case, we corrected the STA to account
for the non-white Gaussian spectrum of the stimuli, via normal-
ization by the power spectrum of the stimulus set (Theunissen et
al., 2001; Sharpee et al., 2004).

For units that responded linearly to drifting gratings, we were
generally able to recover a STA receptive field from responses to
the contrast-modulated noise movies. Approximately two-thirds
(64%, 63 of 98) of simple cells produced a receptive field by STA
for a 10 –15 min movie presentation. In general, the primary
limitation in generating an STA receptive field for linear units was
the number of spikes observed; for simple cells that generated at
least 400 spikes, "90% produced an STA with sufficient signal-
to-noise, suggesting that longer movie presentations could reveal
an STA for more units. Note that, because the stimulus set was
spatially frequency limited, the noise in the STA receptive fields is
also frequency limited, leading to the beaded or rippled appear-
ance of the residual noise in the estimated RFs. Monte Carlo
simulations of Gabor receptive fields with our movie stimuli
show similar rippled appearance at low numbers of spikes, which
average out for longer movie presentations or higher spike count.

Figure 7. Linearity of response to drifting gratings. A, Histogram of F1/F0 ratio across entire population (n ! 182), with black and gray showing relative proportion of putative inhibitory (inh) and
excitatory (exc) units. Arrows show units from Figures 3 and 2 (left and right, respectively). B, Distribution of linearity by layer and cell type. C, Fraction of units with linear responses (F1/F0 " 1).
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quantitative scale-free analysis has shown [50]. Together,
these findings suggest that the mouse cortex is indeed
performing similar computations as in other species, just
at lower spatial resolution.

By contrast, although mouse V1 has a clear topographic
map of visual space, other types of large-scale organization
are absent. In particular, many higher species show an
ordered map of orientation [52], which varies across the
cortical surface in a stereotypical pattern of ‘pinwheels’
[53]. The lack of such an orientation map might have been
one reason why many researchers suspected that mice
would have decreased orientation selectivity, because
some theoretical models hypothesize that this large-scale
orientation map would play a role in the tuning of individ-
ual cells [54]. However, orientation maps appear to be
absent in all rodents, even those with relatively higher
acuity, such as rats [55,56] and squirrels [57], despite
equivalent orientation tuning of individual cortical cells
(Figure 2b). Thus, orientation maps are dispensable for
generating sharp orientation tuning in individual cells.
Although such maps might not play a direct role in cortical
function [58], they might be important for wiring efficiency
[59]. Further studies determining which aspects of visual
cortical processing are shared across species, and which
are not, can thus help elucidate the essential principles of
both the visual system [51] and cortical function generally
[60].

Among cortical neurons, the most striking morphologi-
cal diversity lies in the class of inhibitory neurons. A range
of intricate morphologies has been observed, leading to
terms that include chandelier, basket and double bouquet
cells [61]. The highly specialized structures have led to
many proposals for correspondingly specialized function in
cortical processing [62]. However, testing such proposals
has been challenging, owing to the difficulty in matching
up morphological, molecular markers and electrophysio-
logical properties, and then using these properties to iden-
tify neurons in an active circuit.

Recently, a combination of in vivo recording techniques
together withmolecular tools to enable the identification of
specific inhibitory subtypes led to a flurry of studies
addressing the difference in visual response properties
between inhibitory and excitatory neurons in mouse V1.
These studies used a variety of approaches to identify
recorded cell types, including two-photon imaging of Cre
lines with either Cre-dependent viral expression [63] or
fluorescent reporter lines [64], two-photon imaging fol-
lowed by retrospective immunohistochemistry [65], and
two-photon targeted cell-attached recordings [66]. Al-
though there are some discrepancies, the general conclu-
sion is that a large class of inhibitory neurons, the
parvalbumin expressing fast-spiking neurons, showsmuch
less selectivity than the corresponding excitatory neurons.
This significant population of untuned cells is a feature
observed in the mouse but one that is possibly not present
in other species, although recent studies in cats and mon-
keys have shown more diversity in orientation selectivity
than previously appreciated [67,68].

Furthermore, in one of the aforementioned studies [66],
a separate subset of inhibitory neurons, which express
somatostatin and are generally dendrite-targeting Marti-
notti cells, was targeted. This class of cells did show
orientation selectivity and tended to fire at a delay relative
to the parvalbumin subclass of interneurons. Therefore,
these two populations could be subserving very different
functions; in one case delivering inhibition representing
the sum of local activity to the soma (which would be ideal
for gain control), and, in the other case, delivering tuned,
but slightly delayed, inhibition to the dendrites (which
would be ideal for gating of excitatory inputs).

Thus, genetic tools are beginning to allow the identifi-
cation and targeted recording of defined neuronal subtypes
in the cortex, leading to much more specific hypotheses
about their roles in processing visual information and in
governing cortical dynamics. It is now just a short step to
test these hypotheses causally, by using genetic tools to not
only label and record from specific cortical cell types, but
also to regulate their activity, and monitor the impact that
has on cortical function and visual perception.

Mouse extrastriate cortex has multiple tiers for higher
level visual processing
The primary visual cortex sends its output to a hierarchical
series of extrastriate visual areas [69], which in cat, pri-
mate and human have been show to represent a variety of
higher order visual features, including motion, depth per-
ception, image segmentation and object recognition [70].
An organizing principle of these areas is the notion of a
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Figure 2. Similarity of cortical response properties across species despite
differences in spatial resolution. (a) The degree of orientation selectivity is
comparable across species (i), despite the fact that their behavioral acuity (the
smallest feature they can detect) varies by nearly two orders of magnitude (ii).
Mouse data from [50,92], remainder from [51]. (b) Three example simple cell
receptive fields in V1, from mouse (i) and monkey (ii), showing a similar range of
spatial structure. The scale bar for mouse is 20 degrees, whereas that for monkey is
approximately 1 degree. Red and blue correspond to On and Off subregions,
respectively. The similarity in structures demonstrates that cortical neurons in both
species respond to similar visual features, but of different size. Mouse data from
[50]; monkey data from [93]. In both studies, receptive fields were measured by
reverse correlation methods in anesthetized animals.
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significant (P < 0.02 for mice and P < 0.01 for monkeys).

Interestingly, the difference in RF center size between sim-

ple and complex cells was much greater in mice than in

monkeys (Fig. 11A,E). The median center size for simple

cells in mice was 21.3!, whereas for complex cells it was

37.0!. This difference was significant (P < 0.001). In mon-

key V1, the median center size for simple cells was 1.18!

and it was 1.3! for complex cells (P ¼ 0.9).

RF surround size
In those units that had a suppression index (SI) greater

than 0.10, we determined their surround sizes. The

Figure 9. Representative size tuning functions of V1 (A–D) and V2 neurons (E–H) in mice (top: A,B,E,F) and macaque monkeys (bottom:

C,D,G,H). Data points were fitted with the ratios of Gaussians (Cavanaugh et al., 2002). For each species, units with and without surround

suppression are illustrated.

Figure 10. RF center and surround properties of V1 and V2 neurons in mice and monkeys. Frequency distribution of V1 (open bars) and

V2 (filled bars) neurons of RF center size (A), surround size (B), suppression index (C) and surround/center size ratio (D) in mouse visual

cortex. Triangles indicate median values. Frequency distributions of center size (E), surround size (F), suppression index (G) and surround/

center size ratio (H) in monkeys. No Srd signifies those neurons without measurable RF surrounds.

Van den Bergh et al.
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Understanding of the functional organization of visual cortex 
started when people recognized that neurons in inferotemporal 
cortex were doing things that neurons in V1 weren't doing.  That 
observation fell into place largely because V1 and IT are very far 
apart on many dimensions.  Looking for understanding of 
functional organization in a brain the size of a mouse's, which 
has to cram all of it limited capacities into a tiny volume, is like 
working with one hand tied behind our backs.

John Maunsell



hypothesis came from a study revealing two super-regional
clusters corresponding to animate and inanimate objects in
human ventral visual cortex [15]. A very recent exciting
study lends further support to the existence of functional
maps in human visual cortex: Computational modeling of
neuroimaging data obtained during natural viewing uncov-
ered a semantic space spreading across most of visual (and
even non-visual cortex) [16!!]. The semantic space consists
of gradients, whose main axes refer to, for example,
dynamic versus static or social versus non-social dimen-
sions. The discovery of such an overarching organizational
principle is consistent with previously found category-se-
lective regions, and opens up a fresh and unifying look into
the overall functional organization of the visual system. To
which extent the newly discovered semantic maps are
based on visual or conceptual features of object classes

remains to be investigated — for sure, this finding will
inspire many follow-up studies searching for other types
of maps.

In the future, an even more complete picture of the
human visual network could be obtained by the combi-
nation of methods, in particular by fusing functional
measures with anatomical information, for example,
obtained through ultra-high-field imaging [17], diffusion
tensor imaging [18], or cytoarchitectonical analyses [19].

Active vision in human V1
Besides transforming our view on the functional organ-
ization of the human visual network, neuroimaging also
had a major impact on how we think about visual proces-
sing today: as an active process starting in V1.

The visual network Katzner and Weigelt 203
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(a) Schematic illustration of the human visual cortical network consisting of at least 30 brain regions devoted to visual processing. Dotted lines mark
major sulci: STS, superior temporal sulcus; IPS, intraparietal sulcus; POS, parietal occipital sulcus; CALC, calcarine sulcus; OTS, occipital temporal
sulcus; COS, collateral sulcus. Abbreviation of visual areas: bio, biological motion-sensitive area; FFA1 and FFA2, fusiform face area 1 and 2; FBA,
fusiform body area; f-pSTS, face-selective area in posterior STS; LO1 and LO2, lateral occipital areas 1 and 2; MT/V5, middle temporal; OFA, occipital
face area; OPA, occipital place area; pMST, posterior medial superior temporal area; pFST, posterior fundus of the superior temporal area; PPA,
parahippocampal place area; pV4t, posterior V4 transitional zone; RSC, retrosplenial cortex; TP, temporal pole; VO1 and VO2, ventral occipital areas 1
and 2; VWFA, visual word form area. (b) Schematic illustration of the mouse visual cortical network in the posterior half of the left cerebral cortex,
shown as a flatmap (adapted from Wang and Burkhalter [36] and Niell [37]). Abbreviation of visual areas: A, anterior; AL, anterolateral; AM,
anteromedial; LI, laterointermediate; LM, lateromedial; P, posterior; PM, posteromedial; POR, postrhinal; RL, rostrolateral.

www.sciencedirect.com Current Opinion in Neurobiology 2013, 23:202–206



fields that are sharply tuned to multiple simple features
including orientation, direction, and temporal and spatial
frequency [17–21,22!,23!,24!]. However, unlike in carni-
vores and primates, there is no apparent functional archi-
tecture for these features in mouse V1, where neighboring
neurons display highly diverse receptive fields
[19,25,26!!].

One feature that is correlated among nearby neurons in
mouse V1 is retinotopic preference. The presence of a
retinotopic map in mouse V1 can be visualized with a
variety of imaging approaches [19,22!,23!,27–30], and can
be used to determine the boundaries of V1. By defining
the boundaries of V1 and the other primary sensory areas,
it is apparent that there is considerable cortical territory
beyond V1, comprising the higher visual areas, that is
comparatively unexplored (Figure 1a).

What lies beyond primary visual cortex
Historically, studies of the organization of higher visual
areas in the rodent were dependent on cytoarchitech-
tonics [31], electrophysiological recordings [32], or single
tracer injections [33,34]. Each approach gave a partial
snapshot of the organization of the visual cortex, leading

to a variety of hypotheses about the number and identity
of higher visual areas [33,35,36].

A major turning point for the field came in 2007 when
Wang and Burkhalter generated a comprehensive map of
the visual cortex by making triple tracer injections into V1
[37]. By using tangential sections to view all of the higher
areas simultaneously, these triple anterograde injections
revealed a constellation of nine distinct target visual areas
surrounding V1. The multiple injections, strategically
placed at different sites in V1, also revealed the retino-
topic organization of these projections. Electrophysiology
and imaging experiments replicated the anatomical maps
and confirmed that these projections conferred a retino-
topic organization to the target areas [22!,23!,28,37],
suggesting that each area could comprise a complete
representation of visual space (Figure 1b). The specific
progression of the retinotopic map in each area can also be
used as a fingerprint to confirm its identity and distinguish
it from its neighbors. Moreover, the organization of these
retinotopic mirror maps suggested homology with higher
areas in primates; for example, the lateromedial (LM)
area, like V2 in the primate, shares the vertical meridian
with V1 [38].

A mouse model of higher visual cortical function Glickfeld, Reid and Andermann 29
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Anatomical and functional organization of mouse visual cortex. (a) Fluorescent images from a mouse expressing td-Tomato in parvalbumin positive
interneurons (PV-cre:Ai9 mice) from a flatmount ex vivo section. Td-Tomato expression highlights primary sensory areas (V1 — primary visual cortex;
S1 — primary somatosensory cortex; A1 — primary auditory cortex). Data courtesy of D. Roumis. (b) Anterograde labeling of V1 projection neurons via
fluorescently conjugated dextran injections reveal retinotopically organized arborizations within the higher visual areas. Adapted with permission from
Wang and Burkhalter, 2007. (c) Connectivity matrix between V1 and nine higher visual areas. Thickness of lines represents the average reciprocal
connectivity between areas as measured by the density of axonal projections. Areas are divided into two functional modules: ventral (m1, red) and
dorsal (m2, blue). Adapted with permission from Wang, Sporns and Burkhalter, 2012. (d) Projections from the same region within V1 to the higher
visual areas carry distinct visual information; namely, projections to AL prefer stimuli moving at fast (red) speeds while those to PM prefer slow (blue)
speeds. LM receives comparatively diverse input from V1; this could explain the increased anatomical density of this projection. (e) Pseudocolor map
of cortical regions sensitive to auditory (red), visual (blue) and tactile (green) stimulation. Note that lateral area LI responds to both visual and auditory
stimuli. Area labels were determined by tonotopy, somatotopy and retinotopy. Data courtesy of N. Jikomes. All scales: 500 um.
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Extrastriate visual areas in macaque and mouse



Toolbox (Rubinov and Sporns, 2010) to the fully weighted M submatrix.
These measures were chosen to gain additional insights into the commu-
nity structure of the visual network. We computed the modularity and
the optimal modularity partition of M using a modularity metric that is
based on the density of connections within modules relative to the den-
sity between modules (Girvan and Newman, 2002). We also derived the
matrix of shortest directed paths between all pairs of nodes as well as
the nodal betweenness centrality, a measure that captures how many
of the shortest paths across the network pass through a given node
(Sporns, 2011).

Graph measures were computed on the nearly full matrix M as well as
on a reduced matrix M!, identical to M but with the weaker half of all
projections removed. This reduced matrix retained 76% of the original
projection density. To assess the degree to which graph measures were
attributable to the global connection topology and not to connection
densities, node degrees, or strengths, we compared graph metrics ob-
tained from the two empirical networks M and M! to two different ran-
dom models, respectively. Network M was randomized by randomly
reordering incoming projections for each node, thus preserving the total
strength of the afferent projections each node. Network M! was random-
ized by rewiring projections according to a Markov switching algorithm
(Maslov and Sneppen, 2002), thus preserving the in- and out-degree and
out-strength of each node. Both random models degraded global con-
nection topology, and all statistical comparisons were performed against
samples of 10,000 random networks.

Results
Output of V1
We found that the heavily myelinated area V1 projects to 25
cortical targets (Fig. 1b) (see Fig. 4a). In 19 of them, the projec-

tions were strong enough for quantification by scaling their op-
tical density to the summed density of all 19 projections.

The strongest projections were highly topographic and termi-
nated in well-defined areas LM, LI, P, POR, posterior area 36
(36p), AL, RL, AM, and PM (Wang and Burkhalter, 2007) con-
tained within the cytoarchitectonic regions designated in the atlas
by Franklin and Paxinos (2007) as lateral and medial secondary
visual (V2L, V2ML, V2MM), posterior parietal (lateral, medial)
association (LPtA, MPtA) areas, and ectorhinal cortex. Injections
into the upper field periphery of V1-labeled areas LM, AL, and LI
at primarily separate locations within the large acallosal ring in
V2L lateral to V1 (Fig. 1a,b). In contrast, lower-field injections
labeled a single patch at the shared border between LM, AL, and
LI (data not shown) (Wang and Burkhalter, 2007, their Figs. 4B,
5B, 6A). Additional topographic maps were found in the tempo-
ral area P, contained within V2L. Ectorhinal cortex (Franklin and
Paxinos, 2007) contained visuotopic maps in the parahippocam-
pal areas POR and 36p. Anterior V2L, LPtA, and MPtA (Franklin
and Paxinos, 2007) contained maps in the posterior parietal areas
RL, A, and AM (Wang and Burkhalter, 2007). Projections to the
medial extrastriate cytoarchitectonic field V2ML (Franklin and
Paxinos, 2007) terminated in the topographically organized area
PM (Wang and Burkhalter, 2007).

Much sparser projections were found in the septa of S1, the
dysgranular (RSD) and granular (RSG) retrosplenial areas
(Franklin and Paxinos, 2007), the mediomedial area (MM)
(Wang and Burkhalter, 2007) contained within V2MM

Figure 3. Connections of A in tangential sections through flat-mounted mouse cerebral cortex. a, Dark-field image of wet-mounted, unstained section through layer 4 showing bright myelin-rich
cortical fields. b, Dark-field image of anterogradely labeled axonal projections (white) after injection of BDA into area A (arrow). c, Blue labeling represents landmark pattern of retrogradely
bisbenzimide-labeled callosal projection neurons. d, Overlay of callosal connections (blue) and BDA-labeled projections (white). Scale bars, 1 mm. Arrows indicate injection site.

Wang et al. • Processing Streams in Mouse Visual Cortex J. Neurosci., March 28, 2012 • 32(13):4386 – 4399 • 4389
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Mouse cortex is hyperconnected
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