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Molecular genetic tools have had a profound impact on 
neuroscience, but until recently their application has largely 
been confined to a few model species, most notably mouse, 
zebrafish, Drosophila melanogaster and Caenorhabditis elegans. 
With the development of new genome engineering technologies 
such as CRISPR, it is becoming increasingly feasible to apply 
these molecular tools in a wider range of species, including 
nonhuman primates. This will lead to many opportunities 
for brain research, but it will also pose challenges. Here we 
identify some of these opportunities and challenges in light 
of recent and foreseeable technological advances and offer 
some suggestions. Our main focus is on the creation of new 
primate disease models for understanding the pathological 
mechanisms of brain disorders and for developing new 
approaches to effective treatment. However, we also emphasize 
that primate genetic models have great potential to address 
many fundamental questions about brain function, providing an 
essential foundation for future progress in disease research. 

Brain disorders: an unmet need
Brain disorders are among the largest causes of disease burden world-
wide1, affecting millions of people and imposing enormous societal 
and economic costs2. Many of these disorders are chronic and incur-
able conditions, for which existing treatment options are inadequate 
and in some cases almost completely ineffective. Yet despite the urgent 
clinical need, there has been little recent progress in the develop-
ment of new treatments for most common brain disorders, and 
many currently prescribed drugs are based on decades-old science3.  
This may seem surprising given the rapid rate of progress in funda-
mental neuroscience, but it has proven extraordinarily difficult to 
translate advances in basic science into the development of new and 
better clinical treatments4. The failure rates for experimental CNS 
drugs are very high5,6, leading many pharmaceutical companies to 
disinvest in brain disorders research and focus their research and 
development efforts elsewhere7.

Many reasons have been identified for this disappointingly slow 
progress, but one of the most important is the lack of good animal 
models4,8–12. Extrapolation from animal models to human patients is 
always uncertain, but this is especially true for brain disorders given 

the profound differences in brain and behavior between humans and 
the rodent species that are commonly used as preclinical disease 
models. Among brain disorders, psychiatric diseases present a par-
ticular challenge given that they are diagnosed purely through behav-
ioral symptoms that are difficult or impossible to model in rodents.  
The lack of good animal models for these complex diseases poses a 
challenge for understanding fundamental pathological mechanisms, 
for discovering potential drug targets, for identifying biomarkers of 
disease progression or treatment response, and for development and 
preclinical testing of new treatments.

The emergence of new transgenic technologies has led to growing 
interest in the use of nonhuman primates to study diseases that are dif-
ficult to model in rodents. Primates (mainly macaques and marmosets) 
are already widely used in pharmaceutical research, mainly for pharma-
cokinetic and toxicology studies that precede human clinical trials13. 
However, they are rarely used for preclinical studies of efficacy, mainly 
because there are few validated primate models of CNS disorders. The 
ability to create targeted genomic alterations in primates, combined 
with advances in human disease genetics, now promises to change this 
picture and, as we argue below, could greatly improve our ability to 
develop new treatments for these previously intractable conditions.

New technologies for primate research
Transgenic macaques were first reported 15 years ago14, and an 
overexpression model of Huntington’s disease was described in 2008 
(ref. 15). These pioneering efforts, followed by the demonstration of 
germline transmission in transgenic marmosets16, generated consid-
erable interest in the possibility of modeling genetic diseases in non-
human primates17 and helped stimulate major investments in primate 
research by Japan18 and China19. Despite these advances, however, 
the widespread adoption of transgenic primate models appeared  
impractical until recently, given the paucity of methods for making 
precise genetic changes in primate embryos17. The situation changed 
with the development of TALEN- and CRISPR-mediated genome 
editing in eukaryotic cells20–22 and with subsequent demonstrations 
that these programmable nucleases could be used to make genetic 
changes in embryos from many species23,24, including nonhuman 
primates25–29 and nonviable human embryos30. Genome editing 
methods are now advancing rapidly and promise to revolutionize 
many areas of biomedical research, including the generation of animal 
models for human genetic disease.

Other technical advances are also converging to create new oppor-
tunities for the creation and analysis of transgenic primate models. 
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Perhaps most importantly, advances in human genomic research are 
now enabling the rapid discovery of genetic risk factors for common 
brain disorders, including autism, schizophrenia, bipolar disorder, 
Alzheimer’s disease and Parkinson’s disease, among others. Thanks to 
large-scale consortium efforts involving tens of thousands of samples, 
many of these associations can be assigned with high confidence31–33, 
providing an essential foundation for the creation of genetic models 
that reflect human disease mechanisms.

Other important advances include new viral vectors with potential 
applications in primate research34,35, as well as human gene therapy36; 
development of genetic activity reporters and optogenetic effectors, 
some of which have already been applied in primates37,38; scalable 
single-cell transcriptional profiling39,40, including methods applicable 
to human post-mortem brain tissue41, which will enable cross-species 
comparisons of neural populations at single-cell resolution; advances 
in automated behavioral analysis42; new methods for high-field mag-
netic resonance imaging of primate brains43,44; and development of 
chronic implantable electrode arrays45 and telemetric methods for 
wireless electrophysiology46–48. Taken together, this confluence of 
technological advances will lead to new opportunities to produce 
genetically modified primates and to analyze the resulting phenotypes 
at multiple levels from molecules to cells, circuits and behavior49.

Despite these advances, however, the creation and analysis of 
transgenic primate models represents a major technical challenge, 
requiring large investments of time and funding and raising important 
ethical questions around the justification of such work. It is therefore 
important to carefully consider when, why and how such projects 
should be attempted.

When to use primates
Basic and translational neuroscience has made, and will continue 
to make, great progress by studying mice and other simpler organ-
isms. Much can also be learned by studying humans directly, and 
technological advances in areas such as neuroimaging, genomics 
and induced pluripotent stem (iPS) cells are allowing human disease 
researchers to address questions that were previously restricted to 
experimental animals. Nonhuman primate research will in no way 
replace these approaches, and, for both ethical and practical rea-
sons, primate genetic models should only be considered where other  
alternatives are not available.

Several recent reviews have discussed the potential impact of genet-
ically modified primates in neuroscience17,28,29,49–52, and in particular 
there is growing interest in the marmoset as a genetic model for dis-
ease research53 and for basic research in areas such as audition54,55, 
vision56, emotion regulation57 and social neuroscience58. Other 
primate-related species under consideration include mouse lemurs 
and tree shrews (Tupaia glis, not to be confused with the unrelated 
Etruscan shrew). Our goal here is not to review the pros and cons of 
these different species, but rather to highlight some applications for 
which primate models may be critical for the advancement of the 
field. The advantages for basic neuroscience have been highlighted 
by others, and here we focus primarily on the potential applications 
for diseases of the CNS, including developmental, neurological and 
psychiatric disorders.

One specific challenge in modeling brain disorders is that many of 
the clinical symptoms involve higher cognitive functions that are con-
trolled by the prefrontal cortex (PFC), which is much less developed 
in rodents than in primates59 and which also shows many differences 
in gene expression between the two taxa60. Thus, although cognitive 
processes such as executive function, decision making, attentional con-
trol or working memory can be studied in rodents, the organization 

and integration of these processes within the PFC may differ from pri-
mates. For example, although rodents can perform working memory 
tasks, it is unclear whether they show the type of delay activity that is 
believed to underlie working memory in the primate PFC (ref. 61). 
Such differences may contribute to the difficulty of modeling deficits 
of working memory in conditions such as fragile X syndrome, in which 
mutant mice have failed to reproduce key cognitive features of the 
human disorder despite the well-established genetic etiology62.

Another challenge arises with modeling social behavior, which is 
disrupted in many psychiatric diseases and which differs profoundly 
between primates and rodents58. The differences may have deep 
evolutionary roots, since it has been argued that group living is an 
ancestral trait that emerged early in primate evolution63, before the 
divergence of Old and New World primates but millions of years after 
the divergence of primates and rodents. Assuming that many pri-
mate social behaviors reflect adaptations to group living, we would 
predict that these behaviors depend on neural systems that are con-
served among primates but are likely to diverge from those of rodents.  
This would limit the utility of rodent models for disorders such as 
autism, in which disruption of social behavior is a primary feature.

The neural substrates of social behavior are not well defined, but 
one important modulator is believed to be the neuropeptide oxytocin. 
While a role of oxytocin in affiliative and reproductive behavior is 
probably common to all vertebrates64 (and may even be shared with 
invertebrates such as nematodes65), the detailed organization of the 
primate oxytocin system differs substantially from that of rodents66. 
There has been much interest in oxytocin signaling as a possible drug 
target for the treatment of autism and other psychiatric disorders, and 
primate models would seem inherently preferable to rodent models 
for preclinical evaluation of such approaches.

Many of the drugs used to treat CNS disorders exert their effects 
via neurotransmitter and neuromodulatory systems, and, as with the 
oxytocin example, many of these systems may differ between primates 
and rodents. Another prominent example is the α7-nicotinic acetyl-
choline receptor, widely studied as a target for treating the cognitive 
symptoms of Alzheimer’s disease, attention deficit–hyperactivity  
disorder and schizophrenia67. Again, the distribution of this receptor 
differs between primates and rodents68, and, while the significance 
of these differences is unknown, the importance of understanding 
the role of α7 signaling in the primate brain is underlined by the 
recent clinical failure in two large phase III trials of encenicline, an 
α7 agonist that was under development by the now-defunct Forum 
Pharmaceuticals as a treatment for schizophrenia69.

In addition to specific receptor systems, there are also many dif-
ferences in connectivity between primate and rodent brains. To cite 
one well-known example, rodents lack the direct cortico–motor neu-
ron projections that support fine control of forelimb movement70, a 
characteristic ability of primates that is impaired in many neurological 
conditions. There are also differences in cell types between primate 
and rodent brains; notably, rodents appear to lack von Economo neu-
rons, a specialized cell type present in PFC that is implicated in social 
cognition and subject to deterioration in dementia71. There are also 
substantial differences between rodents and primates with respect to 
the scaling relationships between brain size and cell number72 and con-
nectivity73. Whether these factors are significant for disease models is 
not known, but it seems plausible that neurodegenerative conditions 
such as Alzheimer’s disease (which appears to spread through the brain 
via mechanisms that are not yet well understood74) will be substan-
tially affected by parameters such as neuronal density and connectivity.  
In this context it is noteworthy that it has been difficult to generate 
realistic models of Alzheimer’s disease in mice75 and that experimental 
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drugs for Alzheimer’s disease have had extraordinarily high failure rates 
in human clinical trials76. It seems plausible that genetic primate models 
may provide a more realistic model for understanding and preventing 
the development of Alzheimer-like pathology, a possibility that is sup-
ported by a recent report that injection of amyloid-β oligomers induces 
an Alzheimer-like pathology in macaque but not rat brains77.

One advantage of primate disease models will be the ability to study 
developmental phenotypes and prodromal disease stages, which are 
difficult to study in human patients yet critical for understanding 
the mechanism of disease onset and for identifying opportunities 
for early intervention. Rodent models are not ideal for this purpose 
given that primate brain development is much slower than that of 
rodents and shows a number of distinctive features. Prenatally, pri-
mate neurogenesis is characterized by an expanded subventricular 
zone with a complex population of progenitor cells78, which give rise 
over a prolonged period to the large primate cortex79. Postnatally, 
primate development involves a long juvenile phase during which 
the brain is extensively modified through experience-dependent 
plasticity and learning, including strong effects of social learn-
ing via parent–offspring interactions. Human developmental dis-
orders are therefore likely to involve complex cascade effects in 
which early deficits impair the brain’s ability to undergo subsequent  
experience-dependent changes80. Primate models seem better suited 
than rodent models for understanding the abnormal developmental 
processes that lead to the clinical manifestations of these disorders 
and for identifying potential therapeutic interventions.

As a final point, primate models may be essential to understanding 
the many risk variants for psychiatric and other disorders that occur 
within noncoding regions of the genome. These variants can affect 
cell-type-specific promoters, enhancers, introns, noncoding RNAs 
or intragenic regions81,82, which, unlike coding sequences, are often 
highly divergent between rodents and primates83. These divergences 
presumably explain the different patterns of gene expression that have 
been described in the neocortex of primates and rodents84 and whose 
significance for disease remains to be explored.

Ethical issues
The scientific case for studying nonhuman primates is based on their 
similarities to humans, but it is widely recognized that these similari-
ties also raise ethical issues that go beyond the general ‘3R’ imperative 
to replace, reduce and refine the use of animals in research. A recent 
report commissioned by several major UK funding agencies85 argued 
that evaluation of any proposed primate research project should con-
sider four factors: quality and importance of the science, likelihood 
of medical or other public benefit, likelihood of animal suffering, 
and availability of alternatives. Although not addressed in the report, 
these criteria seem equally applicable to studies involving transgenic 
or mutant animals.

When considering these ethical issues, it is useful to distinguish 
between different types of transgenic studies. In mice, and potentially 
in primates, many questions about brain function can be addressed in 
transgenic knock-in lines expressing genetically encoded reporters (for 
example, calcium indicators or trans-synaptic tracers) or effectors (for 
example, channelrhodopsin or Cre recombinase) under the control 
of an endogenous promoter, allowing monitoring and manipulation  
of activity in specific subsets of cells. Such studies, while they will need 
to be carefully evaluated, do not appear to raise new ethical issues 
beyond those that arise with all primate neuroscience research.

Additional considerations arise, however, with studies that involve 
animals in which normal gene function has been disrupted to address 
questions about basic brain function or to model specific human diseases.  

First, such studies, which involve comparisons between groups,  
will require larger numbers of animals than studies of normal brain 
function. Projects will need to be designed carefully to avoid using 
more animals than necessary (and to minimize the production of 
superfluous animals with unwanted genotypes), but they must also 
avoid using too few animals, since (as with human clinical trials86) 
it is also unethical to use sample sizes that are inadequate to provide 
statistically valid conclusions.

Second, disease models (genetic or otherwise) necessarily involve 
a risk of suffering. Animal created for this purpose will require care-
ful veterinary oversight, including evaluation of behavioral as well 
as physical well-being, along with the capacity for skilled veterinary 
intervention where needed. Researchers and veterinarians will need 
to work together to develop strict and standardized guidelines for 
when and how to intervene in such cases.

Third, the development of primate genetic models will be an inter-
national effort, involving many countries with different cultural tradi-
tions and public attitudes toward animal research. It will be important 
to establish shared standards and regulations and to assure all stake-
holders that work is performed to the highest standards of animal 
welfare regardless of where it is conducted.

Finally, there is an ethical obligation to use animal resources 
wisely, minimizing unnecessary duplication of effort and maximiz-
ing the benefit obtained from each animal by sharing data and (where  
applicable) cell and tissue samples. This of course applies to all animal 
research, but it is especially so for primate research given the high 
costs, the long lead times and the need to minimize the numbers of 
animals used. Achieving this will require coordination at national and 
international levels, as we discuss in the final section of this article.

Methods for creating transgenic primates
Early efforts to model genetic disorders in primates have typically 
relied on overexpression of randomly inserted transgenes, but the 
development of programmable nucleases, including ZFN, TALEN, 
Cas9 and other CRISPR-associated endonucleases has enabled the 
insertion of mutations at specific genomic target sites. These ground-
breaking advances have been widely reviewed elsewhere, and their 
application to the nonhuman primate is summarized in Box 1.

Two key challenges stand out. First, all genetically modified pri-
mates reported to date have been produced through direct manipu-
lation of embryos, which can lead to mosaicism if mutations arise 
after replication of the zygotic genome27,87. Possible solutions are 
noted in Box 1, but until this problem is overcome it seems likely that 
preliminary analysis will need to be performed on founder animals 
whose mosaicism is not fully characterized (especially in the brain, 
where biopsies are difficult) and that fuller characterization will rely 
on breeding from the founders. This is routine in mouse research, 
but for primates, with longer generation times, it will impose signifi-
cant delays. It will therefore be desirable to accelerate the production 
of offspring using established and emerging reproductive technolo-
gies (for example, testis xenografting88 or cultured spermatogonial 
stem cells89–91). Breeding strategies will also need to be carefully 
designed to avoid problems with inbreeding, given that lab primates 
(unlike rodents) are not inbred and are therefore likely to carry  
deleterious recessive mutations.

A second challenge is the creation of animals with multiple parallel 
mutations. In mice this is accomplished by crossing individual lines 
but in primates this would seem impractical for time and cost reasons. 
Solving this challenge will require significant technical advances, per-
haps including the production of cloned animals by nuclear transfer 
from cultured cell lines92.
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Choice of disease models
Methods for producing and analyzing mouse knockout phenotypes 
have become very efficient, allowing systematic evaluation of large 
numbers of potential disease models93. This will not be possible in pri-
mates, given the ethical and logistical constraints, and it will therefore 
be important to prioritize the creation of relatively few transgenic lines 
with the greatest potential to advance understanding of brain function 
and disease mechanisms. In choosing which genes to target, specific 
criteria might include expectation of a clear and penetrant phenotype, 
expectation of construct validity (i.e., mechanistic similarity of the 
mutation to a human variant with a well-established link to disease), 
and reason to think mouse models will be inadequate (as has been  
the case, for example, with mouse models of Alzheimer’s disease76, 
amyotrophic lateral sclerosis94 and fragile X syndrome95,96).

In the near term, the choice of primate models will also be con-
strained by the efficiency of the available technologies, as described 

above (Box 1) and as also recently discussed by others52. The diseases 
most readily modeled with current methods are those in which a 
null mutation in a single allele leads to a penetrant phenotype, either 
because of haploinsufficiency (e.g., Shank3 and autism) or because 
the gene is X-linked. Examples of the latter include FMRP in fragile 
X syndrome, MECP2 (although many clinical features of MECP2 loss 
and duplication have been successfully modeled in mice97), and dys-
trophin (DMD) in Duchenne muscular dystrophy27. An additional 
attraction of these targets is that they lead to early developmental 
effects in human patients and may therefore provide early proof of 
concept for the use of primate genetic models.

Gain-of-function mutations and partial loss-of-function mutations 
are more difficult to model because they will in most cases require the 
knock-in of a precise sequence change within an endogenous gene, via 
homology-directed repair. Prominent examples include Huntington’s 
disease, amyotrophic lateral sclerosis and Alzheimer’s disease, and 

Box 1  Methods for creating genetically modified primates 

Viral vectors
Mechanism. A transgene is delivered via a retroviral vector, which is injected into the perivitelline space of the oocyte or early embryo and integrates randomly  
into the host genome.

Examples. Genes encoding huntingtin in Huntington’s disease15,113 or α-synuclein in Parkinson’s disease114; MECP2 duplication syndrome87.

Advantages. Ease of delivery; this technique is the first method to be used successfully in nonhuman primates14.

Limitations. The amount and distribution of transgene expression are not controlled; resulting phenotypes may not reflect disease mechanisms; and multiple 
random insertions are possible and can segregate differently in offspring87.

Programmable nucleases
Mechanism. A nuclease is targeted to a specific DNA sequence by engineering either the protein or, for CRISPR, an associated guide RNA. Reagents are injected 
into the early embryo, causing cleavage of the targeted genomic sequence. Mutations can arise at the cleavage site by either nonhomologous end-joining (NHEJ) 
or homology-directed repair (HDR) as described below (reviewed in ref. 115).

Examples. ZFN, TALEN, Cas9 and other CRISPR-associated endonucleases.

Advantages. This technique can target specific locations, is fast and flexible (especially CRISPR) and can target multiple gene loci in parallel24,116. The rapid 
pace of progress means key technical obstacles may soon be solved.

Limitations. Off-target effects remain a concern, although methods to improve specificity are being developed117,118. Another concern is mosaicism; this might be 
reduced by injecting Cas9 protein instead of mRNA, eliminating the translation delay and increasing the chance of mutations before genome replication, but this 
approach has not yet been validated.

NHEJ pathway
Mechanism. Following targeted DNA cleavage, double-stranded breaks are rejoined, usually with random insertions or deletions that can lead to frameshifts or 
other functional disruptions.

Advantages. Can produce loss-of-function mutations with high efficiency; proven to work in a variety of species

Limitations. Mutations are random and effects not always predictable; it may be difficult or impossible to create gain-of-function mutations.

HDR pathway
Mechanism. Following targeted DNA cleavage, the cut ends recombine with an exogenously supplied DNA template, replacing the original sequence with that of 
the template.

Advantages. This technique can introduce precise changes and can mimic human risk variants or introduce reporter and/or effector genes under control of  
endogenous promoters (knock-in).

Limitations. Efficiency of transgene delivery is lower than via the NHEJ pathway, requiring larger numbers of donor embryos and surrogate mothers. It has been 
reported in cynomolgus embryos119 but no live births have yet been reported in primates.

Future possibilities
Preimplantation genetic screening. The ability to identify embryos with the desired genotype before implantation would reduce both the number of surrogate 
mothers needed and the production of superfluous offspring. Genetic testing of individual blastomeres is an established method in human in vitro fertilization,  
and similar methods should be feasible for nonhuman primate embryos.

ES or iPS cells. It may be possible to create defined mutations in cultured embryonic stem or iPS cells that would then be incorporated into a chimeric embryo, 
including (ideally) germline. The method is standard in mice but has not yet been successful in primates120.

Nuclear transfer. It may be possible to establish genotypes in cultured cells before creation of animals. Unlike other methods, nuclear transfer could enable  
single-step generation of cloned animals with identical genotypes including multiple parallel mutations. Live births have been obtained in other mammalian  
species but not yet in primates.

Somatic cell gene targeting. Cas9 can be delivered to the brain using a viral vector121, or it can be expressed ubiquitously via a germline insertion and locally 
targeted to a desired gene using virally delivered guide RNA122. This has been done in mice and may be possible in primates using methods already available.

Other CRISPR-based approaches. In addition to its natural endonuclease activity, Cas9 is a versatile platform that can be engineered to activate or repress transcription123,124, 
to induce targeted chromatin modification125 or to chemically convert DNA sequences126. Another CRISPR-based nuclease, C2c2, may allow direct targeting of RNA instead 
of DNA127. These and other CRISPR-based methods are evolving rapidly and may lead to many future applications in primate neuroscience.
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these will be attractive targets once efficient methods become avail-
able. The case for developing such models seems strong, and we sug-
gest that the development of efficient methods for homology-directed 
repair in primate embryos should be a high near-term priority.

The most difficult diseases to model (but potentially the most scien-
tifically informative) will be polygenic diseases, particularly those that 
involve multiple risk alleles of small effect. These include common psy-
chiatric disorders such as schizophrenia, bipolar disorder and autism. 
Psychiatric disorders are among the least understood of all diseases, 
partly because of their genetic and clinical heterogeneity and lack of 
visible pathologies, but also because they affect cognitive functions that 
are difficult to model in rodents. Primate models have the potential to 
reveal underlying neural deficits that have previously remained elusive,  
but modeling these genetic effects will be challenging. Common genetic 
risk variants typically produce only a small increase in risk, so it seems 
unlikely that equivalent mutations in nonhuman primates would lead 
to a detectable behavioral phenotype (although subtle cellular effects 
might be detected through sensitive molecular or electrophysiologi-
cal methods). It would also be prohibitively expensive to model these 
risk variants individually, given the large numbers of genes involved.  
A more promising approach may be to introduce multiple risk alleles in 
parallel, which will presumably increase the likelihood of a detectable 
phenotype (analogously to the relatively high concordance between 
monozygotic twins for disorders such as autism98).

As noted above, achieving this will require further improvements in 
transgenic technology. Yet despite the challenges, studying the effects 
of common risk alleles remains an important long-term goal for the 
field. It will also be informative to compare weak common mutations 
with highly penetrant mutations that have been linked to rare mono-
genic forms of diseases such as autism (and which may in future be  
discovered for other diseases such as schizophrenia or bipolar disorder, as 
larger patient populations are studied with whole genome sequencing).  
Such comparisons should help to reveal common mechanisms under-
lying these genetically heterogeneous conditions, whether at the level 
of biochemical pathways or multicellular neural circuits.

Measuring phenotypes
To maximize the usefulness of genetic primate models, they will need 
be studied using a wide range of methods, including behavioral, electro-
physiological, anatomical, histological and molecular analyses. Initial 
characterization, however, is likely to rely on behavioral testing and neu-
roimaging, which can be performed noninvasively on founder animals. 
Results from these initial tests will necessarily be provisional, given that 
they will be based on small numbers of animals, some of which may be 
genetically mosaic, but they will serve to generate hypotheses and drive 
decisions about subsequent breeding for more detailed characterization.  
We anticipate an important role for automated behavioral analysis, 
including passive monitoring of naturalistic behaviors through video42 
and audio99 recording, as well as automated training and testing on 
specific tasks; for example, via touch screens100,101 and eye trackers56. 
In addition to reducing the effect of observer bias, automated meth-
ods will reduce the need for laborious human annotation, enabling 
the collection of more data per animal and potentially allowing detec-
tion of phenotypic effects that would be undetectable in single testing 
sessions. Automation may be particularly useful for tracking complex 
social behaviors and for following individual animals longitudinally as 
developmental phenotypes emerge over time.

Although behavioral phenotypes can be sensitive indicators of 
neural dysfunction, we emphasize that animal phenotypes will never 
correspond exactly to human disorders. This is especially true for 
psychiatric disorders, which are often diagnosed by their effects on 

cognitive functions that are distinctively human. Furthermore, these 
disorders are genetically and clinically heterogeneous, with symp-
toms such as compulsivity, impulsivity and anxiety that often cut 
across diagnostic categories. Thus, we should not expect ‘monkey 
schizophrenia’ or ‘monkey autism’ to resemble the human disorders in 
every respect. The best outcome will be a behavioral phenotype with 
some discernible similarity to human symptoms, reflecting dysfunc-
tion in brain circuits that are homologous to those affected in the  
corresponding human disease9.

Assuming that disease-relevant phenotypes are identified, a key 
goal will be to identify the underlying biological mechanisms, which 
could then be verified in human clinical populations or postmortem 
material. Primate models could also contribute to the discovery of 
drug targets, or circuits that could be perturbed by other means to 
restore healthy function. A related goal is the identification of biomar-
kers that could be used for diagnosis and/or evaluation of treatment 
responses, including noninvasive biomarkers that could be translated 
to humans. Finally, primate models could be used to test specific ther-
apeutic interventions, including preclinical testing of candidate drugs. 
A major reason for the high cost of drug development is that many 
drugs that appear effective in preclinical models (typically rodents) 
fail to show efficacy in subsequent human clinical trials56. If primate 
models can inform the design of clinical trials (for example the tim-
ing or duration of treatment, or the choice of clinical endpoints), or 
if they are more effective than rodents at predicting drug efficacy or 
lack thereof, they could reduce the risk of clinical trials, which would 
be of great value to the pharmaceutical and biotech industry.

Ensuring reproducibility
Recent years have seen growing concerns about reproducibility in 
biomedical research102,103, including neuroscience104, psychology105 
and animal models of neurological disease106. One common problem 
is inadequate sample size104, which, as other commentators have also 
noted52, will present a challenge for primate genetic research given that 
detection of genetic effects will require group comparisons, with larger 
samples than traditionally used for studies of normal brain function. 
Additional challenges include variable genetic backgrounds (since 
laboratory primates are not inbred) and differences in rearing, which 
is difficult to standardize but likely influences primate behavior107.

A detailed discussion of reproducibility is beyond the scope of this 
review but a few points are highlighted here. First, the problem of small 
sample sizes may be offset in part by advances in phenotypic charac-
terization, including automated behavior analysis, which, as noted 
above, may reveal effects that would not be detected based on single 
testing sessions. Second, the problem of genetic background could 
be addressed through future advances in genome editing technology, 
which may enable pairwise comparisons between mutant and nonmu-
tant individuals that are otherwise matched for genetic background. 
Third, it will be important to distinguish between exploratory studies 
and tests of prespecified hypotheses and to ensure that the latter are 
appropriately powered for the predicted effect sizes. In this regard, the 
field may learn from best statistical practices in clinical trial design, 
especially for small trials involving rare patient populations108. Finally, 
as with other research fields, it will be important to replicate key find-
ings in different laboratories, which will require collaboration and 
exchange of data and materials, as further discussed below.

Some additional logistical challenges
The creation and analysis of even a single primate transgenic line is 
a major undertaking, and the vision we have outlined here, involving 
multiple genes and disease models, represents an ambitious research 
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program that will take many years to reach fruition. In addition to the 
technological challenges identified above, there will be many other 
logistical obstacles along the way, which we believe can only be over-
come through a concerted international effort.

First and foremost, primate research is difficult and labor-intensive, 
and becoming expert in the necessary techniques represents a major 
career commitment. Even after a researcher has achieved proficiency, 
the collection of data from a single animal often requires months or 
years of work (especially if it involves behavioral training or electro-
physiological recording). Genetic research will require larger numbers 
of animals, and obtaining data at the necessary scale will require new 
approaches. For example, it will probably be necessary to develop 
automated methods for behavioral training and monitoring, including 
methods that can be deployed in the home-cage environment. The 
development of new chronic electrode recording methods will also 
be important, especially if it can reduce the effort and risk associated 
with repeated surgeries for acute recordings.

The production and study of genetically modified primates will 
require an interdisciplinary combination of expertise that is beyond 
the capacity of any individual lab. Relevant skills include molecular 
genetics, reproductive physiology, primate husbandry and veterinary 
care, behavior, surgery, electrophysiology, neuroanatomy, histology, 
clinical and translational neuroscience, computational neuroscience 
and big data analysis. Developing the necessary depth of expertise 
in all these areas is beyond the means of all but the largest insti-
tutions, and collaboration between institutions (including interna-
tional collaboration) will therefore be essential. This in turn requires  
infrastructure for distributing materials and data sets, funding struc-
tures for sharing costs, and a culture in which researchers (especially 
younger researchers) can achieve career advancement through con-
tributions to team projects that unfold over long periods compared to 
the duration of a graduate thesis or postdoctoral fellowship.

To maximize the benefits from valuable transgenic lines it will 
be important to share them between laboratories. This is routine 
for transgenic mice, but transporting primates poses several chal-
lenges109. It is possible in principle to ship frozen sperm or embryos, 
but this requires local capacity to re-derive animals and would involve 
long delays. It will probably be necessary to establish an international 
network of primate centers and commercial vendors, to serve as 
repositories and distributors for valuable strains.

It is of course easier to transport humans than other primates, and 
therefore another solution is to create ‘hotel space’ at major primate 
research centers, where visiting researchers can spend time carrying out 
experiments, perhaps along the lines of the summer research programs 
at Marine Biological Laboratory (MBL) at Woods Hole, Massachusetts.  
This will probably require specific funding mechanisms for travel and 
for cost-sharing with home institutions. For long-term studies, it may 
be necessary to develop telecommuting approaches involving collabo-
ration with expert staff on site, perhaps combined with automated 
methods for behavioral training and data collection.

In addition to studying live animals, much of the characterization 
of transgenic lines will involve studies on tissue samples and cell 
cultures, which can be shipped to laboratories with the necessary 
expertise (including many which do not have the capacity to house 
live primates). It would seem desirable to create a centralized tissue 
and cell bank to distribute these materials.

The field will also depend on shared databases for commonly used spe-
cies such as macaques and marmosets. These are likely to include stand-
ard atlases and areal definitions, connectomic data, genomic and gene 
expression data, and normative developmental trajectories. They may 
also include large electrophysiological and behavioral data sets, along 

with breeding and rearing histories for individual animals. Curating and 
distributing these diverse data formats will require the development of 
appropriate computational platforms, along with community standards 
for sharing data across multiple collaborating groups.

We suspect that all of these solutions will be needed, along with others  
yet to be identified. We note that although the challenges of primate 
genetic research are unusual within the biomedical field, analogous 
issues arise in other scientific disciplines that depend on multinational 
collaborations and large core facilities—for example, astronomy or par-
ticle physics—and these may hold useful lessons for primate research.

CONCLUSIONS
Advances in genome editing are happening very fast, providing 
grounds for optimism that techniques that are speculative today will 
be commonplace in the near future. Even so, primate research will 
remain expensive and logistically challenging, and efforts to develop 
new models will take years to come to fruition. But the costs are mod-
est compared to the large sums that have been spent on unsuccessful 
clinical trials, and they pale into insignificance compared to the vast 
global economic cost of brain disorders, which is estimated in the 
trillions of dollars110–112. Whether primate models will lead to new 
treatments is of course unknowable, but given the dismal record of 
drug development for neurological and psychiatric disease over the 
past several decades, we believe there is a strong case for trying new 
approaches, and that the ethical concerns around animal research 
must be weighed against the ethical obligation toward millions of 
current and future patients to seek better treatments for conditions 
that are as yet incurable. We argue that basic neuroscience has failed 
to deliver substantially new and effective treatments for many brain 
disorders, partially because the animal modeling was done in species 
whose brains are too dissimilar from those of humans. Genetic pri-
mate models offer new hope that deserves investment if we are serious 
about doing the best we can to improve human health worldwide.
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