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Outline
1. Receptive field

Summing over space.
2. Machine learning

Learning receptive fields (i.e. features) from the raw images.



Receptive field as a computational model.  
 

r = w1s1 + w2s2 + … + w10000s10000    ( 1 )  
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The 42 misclassified digits in the testing MNIST dataset. On the
upper left corner there is the true label.
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Fifty 7×7 sparse shift-invariant features learned by the
unsupervised learning algorithm on the MNIST dataset. These
filters are used in the first convolutional layer of the feature
extractor.
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Fifty 20x20 filters learned in the decoder by the sparse and shift
invariant learning algorithm after training on the MNIST dataset of
28x28 digits. A digit is reconstructed as linear combination of a
small subset of these features positioned at one of 81 possible
locations (9x9).
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Example of the computational steps involved in the
generation of two 5×5 shift-invariant feature maps from a
preprocessed image in the Caltech101 dataset.
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Caltech 101 feature extraction. Top Panel: the 64 convolutional
filters of size 9×9 learned by the first stage of the invariant
feature extraction. Bottom Panel: a selection of 32 (out of 2048)
randomly chosen filters learned in the second stage of invariant
feature extraction.
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Learning receptive fields (i.e. features) from the raw images.


