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Interrupt early and often.
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Getting started textbook:
Huettel, Song, and McCarthy

many figures taken from Huettel

3



Souheil Inati, NYUMath of FMRI, Oct. 31, 2007

NMR Spectroscopy

Direct measure of chemical composition
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T1 DensityT2 Flow Diffusion

Images of water density weighted by local 
microscopic environment

Bread and Butter Clinical MRI
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Functional MRI Time Course
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Measure Cognitive Function

BOLD FMRI at 1.5T

Anatomy image (T1)

Statistical image overlay:
color ~ P value
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the MRI machine

i.e.

what’s inside the donut torus
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Main Magnetic Field

SolenoidHelmholtz pair
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Magnetic Field Gradient

1. Field pointing along z
2. Strength linear in z: B=(0,0,Gz)

x and y gradients only slightly more complicated

Currents are in 
opposite directions
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Building an MRI Machine

Main field (B0) and imaging gradients (Gx, Gy, Gz)
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Bulding an MRI Machine
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RF Coils

Tuned
circuit
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Surface Coils vs Volume Coils
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the nuclear spins

i.e.

what we’re imaging in MRI
H

O
H

Water: H2O
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Nuclear Spin

Protons have spin
 - angular momentum (J)
 - magnetic moment (µ)
Look like small spinning bar magnets

H
O

H

Water: H2O
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Spins in Magnetic Field

Magnetic Field = 0
Random orientation

One state

Magnetic Field ≠ 0
Alignment. Two states

orange: parallel, low energy
blue: anti, high energy
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Many Spins: Net Magnetization

Main Field B0
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Precession of Spins

Larmor Equation:
Precession frequency proportional 
to magnetic field strength

ω = γB
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The Magnetization Vector

Equilibrium State M0 Dynamic State

M0 proportional to number of spins 
and strength of magnetic field. 

M0 ∼ NB0
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Time Evolution of the 
Magnetization Vector

• Equilibrium: M0 along z.

• Longitudinal Component (Mz):

- returns to M0 with time constant T1

• Transverse Component (Mx,My):

- rotates at larmor frequency

- decays to 0 with time constant T2 ω = γB
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Transverse Magnetization Rotates

ω = γB 1.5T 3T
1H 64 128
13C 16 32

MHz
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Transverse Magnetization Decays

T2: magnetization get’s shorter
T2*: magnetization gets out of phase
Non-uniformity in local magnetic field, motion, etc.

T2*
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Transverse Magnetization Rotates 
and Decays

Time constant T2
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The NMR Experiment

0) Put sample in magnet
1) Push magnetization into
  transverse plane
2) Detect NMR signal
3) Produce power spectrum

tuned circuit
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Push the Magnetization

RF pulse frequency must match rotation
  frequency of M (resonance)
RF pulse amplitude and duration control flip angle
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Detect Transverse Magnetization

S(t) =
Z

x

Z

y

Z

z
Mxy(x,y,z, t)dxdydz

Coil integrates over space
Detect rotating transverse 
magnetization by induction.
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The NMR Experiment

S(t) = a1eiω1t +a2eiω2t +a3eiω3t + . . .

ω j = γBj

Fourier Transform

a1,w1 a2,w2 a3,w3 S(t)

Mxy, j(t) = a je−t/T2eiω jt ≈ a jeiω jt

w

|a|
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The NMR coil measures the INTEGRAL of the 
transverse magnetization Mxy from all parts of the 
sample (weighted by the coil sensitivity C).

Problem:
How do we make an image of the magnetization?  
i.e. how do we localize the signal?

S(t) =
Z

V
C(x,y,z)Mxy(x,y,z, t)dV
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MRI: Signal Localization

Excite a single “slice”
Encode position in signal
frequency/phase

Two ways to localize:
1) Excitation
2) Detection
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Slice selection
Spatial localization during excitation
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Solution:
1) Make M rotation frequency depend on location

apply magnetic field using gradient coil
2) Apply RF pulse with appropriate frequency

How to Excite a Slice?

zsGoal:

RF pulse only rotates M 
with matched frequency
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Excite Slice 1

ω(z) = γB(z) = γGz

B(z) = Gz
Use z gradient coil.

z

w
1) Make M rotation frequency depend on location
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Excite Slice 2

ω(z) = γGz
Magnetization rotation frequency 

Apply RF pulse with frequency 

Flip Magnetization in slice at zs

zs =
ωRF

γG

zs0

2) Apply RF pulse with
 appropriate frequency

z

ωRF
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Excite Slice 3

ω(z) = γGz
Larmor frequency of spins

ωRF , Δω
RF excitation has mean, 
and shape

Slice has location and shape
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Controlling Slice Location

To move slice location, 
change wRF

z10

z

z2

zs =
ωRF

γG

36



Souheil Inati, NYUMath of FMRI, Oct. 31, 2007

Controlling Slice Width

To change slice width, change 
gradient amplitude, or RF shape.
Bigger G gives thinner slice.

zs =
ωRF

γG
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Controlling Slice Shape

Slice shape depends on RF pulse envelope
approximately fourier transform
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k-space
Spatial encoding during detection
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Raw data S(kx,ky) Image I(x,y)

Spatial Encoding

Fourier

Transform

S(kx,ky) =
Z

x

Z

y
I(x,y)ei(kxx+kyy)dxdy

Nobel prize stuff!
P. Lauterbur
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Encoding 2D Position in Signal

x

y

Coil integrates transverse 
magnetization over space

S(t) =
Z

V
C(x,y,z)Mxy(x,y,z, t)dV
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Position Encoded in Phase

ω(x) = γB(x) = γGx

x Gradient

x

S(t) =
Z

x

Z

y

Z

z
Mxy(x,y,z, t)dxdydz

Apply gradient in x

Larmor frequency now
depends on x

Phase of magnetization 
changes with time.
Depends on x

42



Souheil Inati, NYUMath of FMRI, Oct. 31, 2007

The Magical k-Space Formalism

ω(x) = γB(x) = γGx

φ(x,y, t) =
Z t

0
ω(x,y,τ)dτ =

Z t

0
γB(x,y,τ)dτ

=
Z t

0
γ(Gx(τ)x+Gy(τ)y)dτ

kx ≡ γ
Z t

0
Gx(τ)dτ

Instantaneous frequency:

Net phase (total rotation angle):

The k number:
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k-Space Formalism 2
S(t) =

Z

x

Z

y

Z

z
Mxy(x,y,z, t)dxdydz

S(t) =
Z

x

Z

y
Mxy(x,y,0)eiφ(x,y,t)dxdy

kx ≡ γ
Z t

0
Gx(τ)dτ

NMR signal

Neglect decay
integrate over z (slice)

Write phase(t)
in terms of (kx, ky)

φ(x,y, t) = kx(t)x+ ky(t)y

S(kx,ky) =
Z

x

Z

y
I(x,y)ei(kxx+kyy)dxdy
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Raw data S(kx,ky) Image I(x,y)

Spatial Encoding and Image Recon

Fourier

Transform

S(kx,ky) =
Z

x

Z

y
I(x,y)ei(kxx+kyy)dxdy Make image by

inverse FT
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MRI Signal Localization

Excite one slice 
at a time

1) 2)

Encode 2D 
position in signal

3) reconstruct image from signal:
Inverse Fourier Transform
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A little more k-space intuition
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Signals Add

A few point sources

An entire head
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Spatial Resolution: extent in k
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Field of View: spacing in k

Watch out
for aliasing
(wrap)!
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Image Space k-Space

S. Ogawa
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Image Space k-Space

Low Spatial Frequency

what’s the ringing artifact?
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Image Space k-Space

High Spatial Frequency
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Array Coils
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Undersampling and Aliasing

Acquire 1/2 the data (Frequency domain)
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Undersampling with a Coil Array

Relative coil sensitivity makes linear system well 
conditioned i.e. remove aliasing
Noise more spatially correlated
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Image reconstruction
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Linear System
Discretize the integral and 
look at the Linear system

How many singular values 
are not “too small”?

What do the columns of U 
and V look like?

Construct pseudo-inverse 
operator

s(k) =

∫
ρ(x)e−ikxdx

s(k) ≈
∑

n

ρne−ikxn∆

s = Aρ

A = USVT

[U,S,V] = svd(A)

ρ̂ = A+s
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Matlab Demo of 1D MRI

Ill-conditioning and resolution

Gibbs ringing

More sampling doesn’t always help

see the m file in the handout
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Non-linear methods

Change the model:
Discontinuities + smooth stuff
Solved in 1D
Working on it in 2D
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The MRI pulse sequence
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Conventional Imaging

Raster k-space one line at a time.
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Echo Planar Imaging

• Different k-space sampling trajectories

- Conventional EPI

- Spiral

• Typically 2D, single shot

- Excite one slice

- Go through all of k-space in one go

• Artifacts - we’ll talk about those later
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Raster vs. Spiral EPI
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A basic description of
BOLD FMRI physics
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Increased neural activity leads to increased blood 
flow, blood volume, and oxygen consumption

Task

Baseline

Roy and Sherrington  (ought diggedy)
without the pretty graphics
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Oxy-hemoglobin: diamagnetic
Deoxyhemoglobin:  paramagnetic
Changes local magnetic field

Pauli 1935

  

Hemoglobin

Source: http://wsrv.clas.virginia.edu/~rjh9u/hemoglob.html, Jorge Jovicich

Hemoglogin (Hgb):
    - four  globin chains
    - each globin chain contains a heme group
    - at center of each heme group is an iron atom (Fe)
    - each heme group can attach an oxygen atom (O2)

    - oxy-Hgb (four O2) is diamagnetic ! no "B effects

    - deoxy-Hgb is paramagnetic ! if [deoxy-Hgb] # ! local "B #

4 Iron atoms
Bind O2
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Thulborn 1982
Oxygenation of hemoglobin changes 
local magnetic field and T2 of blood
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The BOLD Effect

Pure O2 Normal Air

Oxygenation of blood can be imaged! Ogawa 1990
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T2* Decay
Due to variation of magnetic 
field INSIDE in a voxel

Deoxyhemoglobin in veins changes T2*
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Magnetic Field Near a Vessel

Field depends on several things:
1) Location
2) Vessel orientation relative to B0

3) Deoxyhemoglobin content
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T2* Image Contrast

Pick TE to maximize T2* sensitivity
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Task

Neuronal activation

Local hemodynamic 
changes

Local increase 
in MR signal

Decrease in venous 
deoxyHb concentration

•Blood flow

•Blood volume

•oxygen consumption

Baseline

Kwong ‘92
Ogawa ‘92
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Block Design

Inspired by PET studies (90s/image)
Easy to analyze

Estimate “average” BOLD response in block

Proc. Nati. Acad. Sci. USA 89 (1992)

Photic Stimulation -- IR Images
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FIG. 1. Noninvasive, real-time MRI mapping of V1 activation
during visual stimulation. Images are obliquely aligned along the
calcarine fissures with the occipital pole at the bottom. Images were
acquired at 3.5-s intervals using an IR sequence (80 images total). A
baseline image acquired during darkness (Upper Left) was sub-
tracted from subsequent images. Eight of these subtraction images
are displayed, chosen when the image intensities (see Fig. 2) reached
a steady-state signal level, during darkness (OFF) and during 8-Hz
photic stimulation (ON). During stimulation, local increases in signal
intensity are detected in the medial-posterior regions ofthe occipital
lobes along the calcarine fissures.

photic stimulation, each of our subjects showed a significant
increase in signal intensity (paired t test; P < 0.001) within the
anatomically defined Vl, with an average (n = 7) increase of
1.8% ± 0.8% using GE sequences and 1.89t ± 0.9%o using IR
sequences. The similarity between these changes is coinci-
dental and depends on the exact choice of pulse sequence
parameters, static magnetic field strength, etc. The loci and
spatial extent of activated cortex correspond with previous
MRI CBV maps of Vi (4). Region of interest analysis of such
images is shown in Fig. 2, which demonstrates the temporal
response of Vl signal intensity using both GE and IR tech-
niques. The rise times of activation were fit to a monoexpo-
nential approach to equilibrium [A(1 - e-k') where t is time
and A is a constant]. The mean time constant k was 4.4 ± 2.2
s for the GE images and 8.9 ± 2.8 s for the IR images.
To demonstrate further that the observed changes were

physiologically based, several additional experiments were
performed. First, animal experiments with rabbits using a
previously described hypercapnia model (known to increase
brain blood flow) (23) demonstrated an =4% increase in MR
signal when arterial Pco2 was raised from normal to hyper-
capnic values (Fig. 3) for both GE and IR protocols. In a
second study, the known relationship between visual stimu-
lation frequency and brain response was tested in our human
volunteers with both IR and GE sequences. Fig. 4 shows a
plot of MR signal response versus photic stimulation fre-
quency. The greatest signal change occurred at 8 Hz, in
agreement with previous positron emission tomography
(PET) observations (21, 22). Finally, these results are not
unique to the striate cortex. In two subjects, we investigated
Ml. Fig. 5 shows the subtraction image and time series data
from an oblique coronal slice through the precentral gyrus
acquired during a repetitive contralateral hand squeezing

5900
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FIG. 2. Signal-intensity changes for a region of interest (=60
mm2) within the visual cortex during darkness and during 8-Hz photic
stimulation. Results using both IR (flow sensitive) and GE (oxygen-
ation sensitive) techniques are shown. The Ti-weighted IR data
(subtraction images shown in Fig. 1) were collected once every 3.5
s, and the T* weighted GE data were collected once every 3 s. Brain
signal change for this particular subject is -3% for both IR and GE
acquisitions. Upon termination of photic stimulation, an undershoot
in GE signal intensity is observed, consistent with known physio-
logical oxygenation and pH changes.

task. The activated region corresponds to the expected
homuncular position within Ml (24). Cortical temporal re-
sponse was similar to that observed within Vl.

DISCUSSION

Our data demonstrate that the hemodynamic alterations that
accompany neuronal activation lead to subtle but readily
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FIG. 3. Time course of rabbit brain GE signal intensity in
response to changing arterial Pco2. Gated GE #gho planar imaging
sequence with TR 3 s and TE = 60 ms wga used. Animal was
imaged breathing 100%6 02 for 6.5 min, followed by ventilation with
10%0 CO2/90%0 02 for the next 17 min, and finally returned to
breathing 100%1 02. MR signal changes follow changes in blood Pco2,
known to be linearly correlated with blood flow changes over this
range of arterial Pco2s.

5676 Neurobiology: Kwong et al.
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FMRI as a Linear System

Hypothesis which can be tested.
Boynton and Heeger 96ceeded to estimate the temporal fMRI impulse–response function

and the underlying (presumably neural) contrast–response func-
tion of human V1.

MATERIALS AND METHODS
Data acquisition. Imaging was performed on a standard clinical GE 1.5 T
Signa scanner with a 5 inch surface coil. We used a T2*-sensitive
gradient-recalled echo pulse sequence (TR 75 msec, TE 40 msec, flip
angle 23!) with a spiral readout (Meyer et al., 1992). Inplane resolution
was 2.4 " 2.4 mm, and slice thickness was 5 mm. A bite bar stabilized the
subject’s head.

Each experiment consisted of a series of functional images acquired at
a rate of 1.5 sec per image, as the subject viewed the stimulus. Data were
collected from a single slice through the calcarine sulcus in the right
hemisphere of each subject, parallel to and #5 mm from the medial wall.
Because data were collected over several sessions, a series of anatomical
axial slices was used to localize (nearly) the same slice from one session
to the next. An anatomical image was taken in the same plane as the
functionals preceding each experimental session. Each fMRI scan was
started by hand at the stimulus onset (to within #0.25 sec).

Stimuli. Stimuli were presented using a Macintosh Quadra computer
(Apple Computer, Cupertino, CA) and a Sanyo PLC300M LCD projec-
tor (Sanyo, Chatsworth, CA). Stimuli were focused onto a backlit pro-
jection screen inside the bore of the magnet, just above the subject’s chin.
A mirror was positioned to allow the subject to view the image from the
supine position. Stimuli had a mean luminance of 92 cd/m2 and subtended
a visual angle of 21! vertical and 42! horizontal. The LCD projector was
gamma-corrected to allow for accurate presentation of contrast stimuli.

We used two types of visual stimuli that we will refer to as “pulse”
stimuli and “periodic” stimuli. Both stimuli consisted of flickering (con-
trast reversing with a flicker rate of 8 Hz) checkerboard patterns.

The periodic stimuli contained flickering checkerboard patterns ar-
ranged in slowly moving vertical bars (Fig. 2A). As the bars moved slowly
to the left, the time course of stimulation in any part of the image
alternated between checks and uniform gray (Fig. 2B) with a period that
we refer to as the “temporal period” of the stimulus. Note that the
temporal period depends on the drift rate of the bars, and it is very
different from the flicker rate (that was always fixed at 8 Hz).

Subjects viewed periodic stimuli of various contrasts and temporal
periods. The “contrast” of the stimulus is defined, in the usual way, as the
maximum intensity minus the minimum, divided by twice the mean.
Twenty-four periodic stimuli were viewed by each of two subjects: the
stimuli had one of four temporal periods (10, 15, 30, and 45 sec) and one
of six contrasts (0, 0.032, 0.063, 0.16, 0.40, and 1). The stimulus duration
was fixed at 192 sec for all conditions, so the number of periodic cycles
varied with the temporal period/drift rate of the stimulus. The first 12 sec
(8 fMR images) of fMRI data were discarded to avoid magnetic satura-
tion effects. The remaining 180 sec (120 images) were analyzed as
described below.

Figure 2C depicts an example of the time course of a pulse stimulus.
Each stimulus cycle began by displaying a full-field flickering checker-
board pattern (contrast reversing with a flicker rate of 8 Hz) for a period

of time (the “pulse duration”). Each stimulus cycle was completed by
replacing the checkerboard with uniform gray for 24 sec. Six cycles were
repeated for each scan. Twenty-four pulse stimuli were viewed by each of
two subjects: the stimuli had one of four pulse durations (3, 6, 12, and 24
sec) and one of four contrasts (0, 0.25, 0.5, and 1). The total duration of
the scan depended on the pulse duration.

Analysis. Figure 3 shows how the periodic data sets were analyzed. For
each condition, 120 images were acquired over 180 sec (Fig. 3A). For a
given pixel, the image intensity values from all 120 fMRI images comprise
a time series of data. This time series was periodic (although noisy) with
a period equal to the stimulus temporal period (Fig. 3B). We measured
fMRI response as the amplitude of the sinusoid that best fit the time

Figure 2. Schematic of visual stimuli used in the experiments. A, One
frame of the periodic stimulus consisted of vertical bars of checkerboard
patterns alternating with vertical bars of uniform gray (mean). Over time,
the checkerboard patterns flickered (contrast reversing with a flicker rate
of 8 Hz), and the bars drifted slowly leftward. B, The time course of a
single pixel of the periodic stimulus as the bars drifted. C, The time course
of pixels for the pulse stimulus. Each stimulus cycle began by displaying a
full-field flickering checkerboard pattern (contrast reversing at 8 Hz) for a
period of time (the pulse duration). Each stimulus cycle was completed by
replacing the checkerboard with uniform gray for 24 sec.

Figure 1. Diagram of the linear transform model. The output of the Retinal-V1 Pathway (Neural Response) is a nonlinear function of stimulus–contrast.
fMRI signal, mediated by Hemodynamics, is a linear transform of neural activity. That is, fMRI signal is proportional to the local average neural activity,
averaged over a small region of the brain and averaged over a period of time. Noise might be introduced at each stage of the process, but the effects of
these individual noises on the fMRI Response can be summarized by a single noise source.

4208 J. Neurosci., July 1, 1996, 16(13):4207–4221 Boynton et al. • Linear Systems Analysis of fMRI in Human V1
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Periodic Stimulus

Analysis is easy
Don’t need to know HRF

ceeded to estimate the temporal fMRI impulse–response function
and the underlying (presumably neural) contrast–response func-
tion of human V1.

MATERIALS AND METHODS
Data acquisition. Imaging was performed on a standard clinical GE 1.5 T
Signa scanner with a 5 inch surface coil. We used a T2*-sensitive
gradient-recalled echo pulse sequence (TR 75 msec, TE 40 msec, flip
angle 23!) with a spiral readout (Meyer et al., 1992). Inplane resolution
was 2.4 " 2.4 mm, and slice thickness was 5 mm. A bite bar stabilized the
subject’s head.

Each experiment consisted of a series of functional images acquired at
a rate of 1.5 sec per image, as the subject viewed the stimulus. Data were
collected from a single slice through the calcarine sulcus in the right
hemisphere of each subject, parallel to and #5 mm from the medial wall.
Because data were collected over several sessions, a series of anatomical
axial slices was used to localize (nearly) the same slice from one session
to the next. An anatomical image was taken in the same plane as the
functionals preceding each experimental session. Each fMRI scan was
started by hand at the stimulus onset (to within #0.25 sec).

Stimuli. Stimuli were presented using a Macintosh Quadra computer
(Apple Computer, Cupertino, CA) and a Sanyo PLC300M LCD projec-
tor (Sanyo, Chatsworth, CA). Stimuli were focused onto a backlit pro-
jection screen inside the bore of the magnet, just above the subject’s chin.
A mirror was positioned to allow the subject to view the image from the
supine position. Stimuli had a mean luminance of 92 cd/m2 and subtended
a visual angle of 21! vertical and 42! horizontal. The LCD projector was
gamma-corrected to allow for accurate presentation of contrast stimuli.

We used two types of visual stimuli that we will refer to as “pulse”
stimuli and “periodic” stimuli. Both stimuli consisted of flickering (con-
trast reversing with a flicker rate of 8 Hz) checkerboard patterns.

The periodic stimuli contained flickering checkerboard patterns ar-
ranged in slowly moving vertical bars (Fig. 2A). As the bars moved slowly
to the left, the time course of stimulation in any part of the image
alternated between checks and uniform gray (Fig. 2B) with a period that
we refer to as the “temporal period” of the stimulus. Note that the
temporal period depends on the drift rate of the bars, and it is very
different from the flicker rate (that was always fixed at 8 Hz).

Subjects viewed periodic stimuli of various contrasts and temporal
periods. The “contrast” of the stimulus is defined, in the usual way, as the
maximum intensity minus the minimum, divided by twice the mean.
Twenty-four periodic stimuli were viewed by each of two subjects: the
stimuli had one of four temporal periods (10, 15, 30, and 45 sec) and one
of six contrasts (0, 0.032, 0.063, 0.16, 0.40, and 1). The stimulus duration
was fixed at 192 sec for all conditions, so the number of periodic cycles
varied with the temporal period/drift rate of the stimulus. The first 12 sec
(8 fMR images) of fMRI data were discarded to avoid magnetic satura-
tion effects. The remaining 180 sec (120 images) were analyzed as
described below.

Figure 2C depicts an example of the time course of a pulse stimulus.
Each stimulus cycle began by displaying a full-field flickering checker-
board pattern (contrast reversing with a flicker rate of 8 Hz) for a period

of time (the “pulse duration”). Each stimulus cycle was completed by
replacing the checkerboard with uniform gray for 24 sec. Six cycles were
repeated for each scan. Twenty-four pulse stimuli were viewed by each of
two subjects: the stimuli had one of four pulse durations (3, 6, 12, and 24
sec) and one of four contrasts (0, 0.25, 0.5, and 1). The total duration of
the scan depended on the pulse duration.

Analysis. Figure 3 shows how the periodic data sets were analyzed. For
each condition, 120 images were acquired over 180 sec (Fig. 3A). For a
given pixel, the image intensity values from all 120 fMRI images comprise
a time series of data. This time series was periodic (although noisy) with
a period equal to the stimulus temporal period (Fig. 3B). We measured
fMRI response as the amplitude of the sinusoid that best fit the time

Figure 2. Schematic of visual stimuli used in the experiments. A, One
frame of the periodic stimulus consisted of vertical bars of checkerboard
patterns alternating with vertical bars of uniform gray (mean). Over time,
the checkerboard patterns flickered (contrast reversing with a flicker rate
of 8 Hz), and the bars drifted slowly leftward. B, The time course of a
single pixel of the periodic stimulus as the bars drifted. C, The time course
of pixels for the pulse stimulus. Each stimulus cycle began by displaying a
full-field flickering checkerboard pattern (contrast reversing at 8 Hz) for a
period of time (the pulse duration). Each stimulus cycle was completed by
replacing the checkerboard with uniform gray for 24 sec.

Figure 1. Diagram of the linear transform model. The output of the Retinal-V1 Pathway (Neural Response) is a nonlinear function of stimulus–contrast.
fMRI signal, mediated by Hemodynamics, is a linear transform of neural activity. That is, fMRI signal is proportional to the local average neural activity,
averaged over a small region of the brain and averaged over a period of time. Noise might be introduced at each stage of the process, but the effects of
these individual noises on the fMRI Response can be summarized by a single noise source.
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Impulse Stimulus

Brief stimulus produces impulse response
ceeded to estimate the temporal fMRI impulse–response function
and the underlying (presumably neural) contrast–response func-
tion of human V1.

MATERIALS AND METHODS
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varied with the temporal period/drift rate of the stimulus. The first 12 sec
(8 fMR images) of fMRI data were discarded to avoid magnetic satura-
tion effects. The remaining 180 sec (120 images) were analyzed as
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Figure 2C depicts an example of the time course of a pulse stimulus.
Each stimulus cycle began by displaying a full-field flickering checker-
board pattern (contrast reversing with a flicker rate of 8 Hz) for a period

of time (the “pulse duration”). Each stimulus cycle was completed by
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repeated for each scan. Twenty-four pulse stimuli were viewed by each of
two subjects: the stimuli had one of four pulse durations (3, 6, 12, and 24
sec) and one of four contrasts (0, 0.25, 0.5, and 1). The total duration of
the scan depended on the pulse duration.

Analysis. Figure 3 shows how the periodic data sets were analyzed. For
each condition, 120 images were acquired over 180 sec (Fig. 3A). For a
given pixel, the image intensity values from all 120 fMRI images comprise
a time series of data. This time series was periodic (although noisy) with
a period equal to the stimulus temporal period (Fig. 3B). We measured
fMRI response as the amplitude of the sinusoid that best fit the time

Figure 2. Schematic of visual stimuli used in the experiments. A, One
frame of the periodic stimulus consisted of vertical bars of checkerboard
patterns alternating with vertical bars of uniform gray (mean). Over time,
the checkerboard patterns flickered (contrast reversing with a flicker rate
of 8 Hz), and the bars drifted slowly leftward. B, The time course of a
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of pixels for the pulse stimulus. Each stimulus cycle began by displaying a
full-field flickering checkerboard pattern (contrast reversing at 8 Hz) for a
period of time (the pulse duration). Each stimulus cycle was completed by
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Figure 1. Diagram of the linear transform model. The output of the Retinal-V1 Pathway (Neural Response) is a nonlinear function of stimulus–contrast.
fMRI signal, mediated by Hemodynamics, is a linear transform of neural activity. That is, fMRI signal is proportional to the local average neural activity,
averaged over a small region of the brain and averaged over a period of time. Noise might be introduced at each stage of the process, but the effects of
these individual noises on the fMRI Response can be summarized by a single noise source.
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Impulse Response and Linearity

fMRI signal modulates !5–10% above and below a baseline
intensity (!90, in pixel intensity units). The curves were shifted
vertically (see Parametric model), so that they asymptote at zero.
The different curves correspond to different pulse durations and
contrasts.

The fMRI responses in Figure 4 increase with stimulus contrast,
and the fMRI responses are blurred and delayed with respect to
the time course of the stimuli. The effect of stimulus contrast is
presumably attributable to increased neural activity. Since the
pulse durations that were used in this experiment are rather long
as compared with the time scale of neural activity in V1, the
blurring and delay presumably are attributable to the hemody-
namic properties of the vascular system.

The linear transform model of fMRI responses can be tested by
comparing the different curves in Figure 4. The model holds only
if the curves in each panel of Figure 4 are scaled copies of each
other (see Appendix). Figure 5 shows the results of the time–
contrast separability test. The data points in each panel of Figure
5 are scaled copies of the data in the corresponding panel of
Figure 4. The resulting scaled data seem to align without apparent
significant systematic error, consistent with time–contrast
separability.

To align the curves, the three scale factors were computed using

a principal components analysis to maximize the covariances
between each pair of curves. The same three scale factors (one for
each contrast) were used for all four pulse durations. The solid
curves in each panel are the first principal components for each
pulse duration. These principal component curves act as nonpara-
metric models of the data. In particular, the first principal com-
ponent is the curve that is closest (minimizing squared error) to all
three scaled data sets. For subject GMB, the principal component
curves account for 86.81% of the variance in the data (computed
using Eq. 1). If the data for different contrasts were not scaled
copies of each other, then the principal component curves would
not have accounted for much of the variance. The results for
subject SAE (data not shown) are very similar, and the principal
component curves account for 99.01% of the variance in that
data set.

The response to the lowest contrast in Figure 5 (squares) shows
the most scatter around the principal component. This occurs
because the response to the lowest-contrast stimulus requires the
largest scale factor to match the response to the full-contrast
stimulus. Unscaled, each signal has about the same amount of
high frequency noise (See Noise analysis). Scaling the signal
amplifies the noise as well. This is reflected in the size of the
error bars.

Figure 4. fMRI responses to pulse stimuli. Each curve is the mean time course of the fMRI response (pixel intensity) averaged across cycle repetitions
and averaged across all pixels in the calcarine sulcus. Each panel shows data for a different pulse duration. Different curves within a panel correspond
to different contrasts. The stimulus time course also is depicted in each panel. The fMRI responses increase with stimulus contrast, and the fMRI
responses are blurred and delayed with respect to the time course of the stimulus. Error bars represent 1 SE.
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onstrating that the noise is, in fact, independent of both stimulus
contrast and stimulus temporal period.

We analyzed our data to obtain many additional noise ampli-
tude measurements. In particular, we used a total of 60 analysis
periods Ta such that: (1) Ta ! 3 sec (because the sample rate of
the MR scanner was 1.5 sec), and (2) 180 was an integer multiple
of Ta (because the total duration of the stimulus was 180 sec). For
each stimulus contrast and temporal period, we computed the
amplitude of modulation of the fMRI responses for every one of
these analysis periods. We excluded from this analysis only the
small number of cases for which the analysis period was the same
as the stimulus temporal period.

Figure 9B plots the noise amplitudes for all stimulus conditions
and for each analysis period. The noise is broad-band and nearly
flat across analysis periods. For subject GMB, the noise increases
for temporal periods of 5 sec and shorter. Subject SAE does not
show this effect. It is plausible that the fMRI response for GMB
is more susceptible to respiratory artifacts.

Parametric model
The linear transform model is consistent with our data. This
suggests that fMRI responses can be predicted by convolving the
time course of the neural response with a shift-invariant linear

temporal filter. Our data also suggest that the underlying pooled
neural activity is a simple monotonic function of stimulus contrast.
Next, we proposed explicit parametric formulae for the contrast–
response function and for the linear temporal filter, and we fit
these parametric models to the data.

We adopted the hyperbolic ratio formula to fit the contrast–
response functions:

r"c# !
acp

cp " #
, (2)

in which c is contrast. There are three free parameters: a scale
factor, a, an exponent, p, and the contrast gain, #. The hyperbolic
ratio describes single-cell contrast–response functions (Albrecht
and Hamilton, 1982; Sclar et al., 1990). The formula also has been
used to fit psychophysical data on contrast discrimination (Legge
and Foley, 1980; Foley and Boynton, 1993).

We modeled the temporal impulse response with a gamma
function:

h"t# !
"t/$#"n$1#e$"t/$#

$"n % 1#! , (3)

Figure 8. fMRI responses from shorter pulses can predict the responses to longer pulses. The four principal component curves (corresponding to pulse
durations of 3, 6, 12, and 24 sec) from Figure 5 were used to make six predictions. The predictions are generally consistent with the linear transform model.
However, the responses to the shortest (3 sec) pulse tend to overestimate slightly the responses to the longer pulses.
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“Trial Triggered” Averaging

Donaldson and Bucker Effective Paradigm Design In press, 2000
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11.5.2 Time-locked averaging

As described above, event-related signal averaging most often requires the repetition of

experimental trials, such that repeated time-locked epochs of data can be recorded and

subsequently averaged together (cf. Buckner et al. 1996; Clark et al. 1998; Dale and Buckner

1997; Zarahn et al. 1997; Friston et al. 1998a; Josephs et al. 1997). This, by definition,

requires that an event is repeatable – or more commonly, that multiple instances of a class of

event can be presented (such as old or new items in a memory test). The averaging procedure

also requires that the data can be acquired in such a fashion that they can be aligned with the

event of interest (i.e., averaged together based on a consistent reference point). As is

illustrated in figure 11.4, in a typical event-related paradigm the presentation of each

experimental stimuli is used as the temporal event to which the data is time-locked. However,

this need not be the case. It is possible to time-lock to other events, such as the behavioral

response made to each stimuli, and (at least in principle) to physiological measures such as

heart rate. Moreover, in some circumstances it may be that one is interested in the pattern of

neural activity leading up to an event, defining the event of interest as the end rather than the

beginning of a trial.

In the most straightforward case the analysis of event-related reduces to simple

selective averaging, i.e., calculating the mean and variance of the fMRI signal at each time

point for each kind of trial event (e.g., Buckner et al. 1996; Dale and Buckner 1997).

Inferential statistics can then be employed to ask questions about the presence or absence of

differences between hemodynamic responses for each type of event (equivalent to the

analysis of other physiological and behavioral data). Importantly, because of the temporal

span of the hemodynamic response, it is necessary to consider the data across a range of time

points. Whilst averaging procedures are typically performed off-line, alternative on-line

procedures are currently being developed that allow real-time data processing and even

statistical analyses (cf. Voyvodic 1999; Posse et al. 1998; Cox et al. 1995). Either way, given

that the signal of interest is systematically associated with the time-locked event and invariant

across trials, while background noise is random, the averaging procedure increases the signal-

to-noise for signal changes that are time-locked to the experimental event. Clearly, the greater

the number of trials that are averaged together the higher the signal-to-noise ratio becomes.
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Fig. 11.4: Event-related averaging. The figure

shows how averaging can be used to reveal

hemodynamic response that is consistently

related to an event of interest. A series of trials

are presented, involving the presentation of a

stimulus on each trial, and hemodynamic

changes are measured time-locked to the

presentation of each stimulus. Individual trials

are then averaged together to provide a

representative average signal. Note that the

signal on any given trial contains both the

signal of interest and noise, and thus need not

appear highly similar to the average signal.

Nonetheless, assuming that noise is random

across trials, the average signal reveals that

part of the hemodynamic response that is

systematically related to the event of interest.
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If trials widely spaced
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blocks.
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Model for Trial Averaging

X =
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Fig. 11.4: Event-related averaging. The figure

shows how averaging can be used to reveal

hemodynamic response that is consistently

related to an event of interest. A series of trials

are presented, involving the presentation of a

stimulus on each trial, and hemodynamic

changes are measured time-locked to the

presentation of each stimulus. Individual trials
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part of the hemodynamic response that is
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Bring Trials Closer Together

82



Souheil Inati, NYUMath of FMRI, Oct. 31, 2007

Fast ER: Known HRF

Only a few unknown parameters.
 Amplitude of response to each trial type
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In the most straightforward case the analysis of event-related reduces to simple

selective averaging, i.e., calculating the mean and variance of the fMRI signal at each time

point for each kind of trial event (e.g., Buckner et al. 1996; Dale and Buckner 1997).

Inferential statistics can then be employed to ask questions about the presence or absence of

differences between hemodynamic responses for each type of event (equivalent to the

analysis of other physiological and behavioral data). Importantly, because of the temporal

span of the hemodynamic response, it is necessary to consider the data across a range of time

points. Whilst averaging procedures are typically performed off-line, alternative on-line

procedures are currently being developed that allow real-time data processing and even

statistical analyses (cf. Voyvodic 1999; Posse et al. 1998; Cox et al. 1995). Either way, given

that the signal of interest is systematically associated with the time-locked event and invariant

across trials, while background noise is random, the averaging procedure increases the signal-

to-noise for signal changes that are time-locked to the experimental event. Clearly, the greater

the number of trials that are averaged together the higher the signal-to-noise ratio becomes.
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Fast ER: Estimate HRF

Many unknown parameters.
 Amplitude over time for each trial type
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More recent approaches to the analysis of event-related fMRI data now involve a full

implementation of the general linear model (GLM; cf. Friston et al. 1994; Worsley and

Friston 1995; Josephs et al. 1997; Zarahn et al. 1997; Miezin et al. 2000). Analysis within the

GLM is rooted in the simple assumption that the variance in the evolving fMRI BOLD-

contrast signal that is systematically time-locked to the event is a direct measure of the

hemodynamic response. In practice, analysis of event-related data within the GLM requires

that an explicit model is generated of the factors (i.e., effects) that are thought to contribute to

variability in a data set. Effects can be modeled to account for the different kinds of trial

events, as well as confounding effects such as a mean run intensity or slope that are

theoretically uninteresting, but nonetheless present in the data.

For each voxel in a data set, estimates of the response to each effect are calculated by

representing each time point in the data set by a linear equation. For each time point in the

data set the linear equation represents the measured BOLD signal as the sum of the

hemodynamic responses occurring at that point plus variance from noise (as illustrated in

figure 11.5).

MEASURED

BOLD

RESPONSE

Seven Unknowns,

Only Three Independent Equations

STIMULUS

ONSET

INDIVIDUAL

BOLD

RESPONSES

h7 + h 5 + h3

h6 + h 4 + h2

h5 + h 3 + h1

h4 + h 2

h3 + h 1 + h7

h2 + h 6

h1 + h 5

h7 + h 4

h6 + h 3

h7 + h4 + h 1

h6 + h3

h5 + h2

h4 + h1 + h 7

h3 + h6

h2 + h5

h1 + h4 + h 7

FIXED INTERVAL RANDOMIZED (JITTERED) INTERVAL

Seven Unknowns,

More Than Seven Independent Equations

Fig. 11.5: The general linear model. The general linear model can only effectively estimate the

separate contributions of the different trial types to the measured waveform when there are more

equations than unknowns. The use of linear equations to estimate the hemodynamic response of

overlapping events is consequently dependent upon the introduction of jitter between successive trial

types. Each stimulus is associated with a transient signal change, evolving over several time points.

The measured fMRI signal will be the linear summation of the signals to each stimulus – a complex

waveform. The independent contributions of the different trials are unclear in the summated signal,

however the contributions can be estimated using general linear equations. Left. When a fixed order

of stimuli is employed in rapid event-related designs, with a fixed interval between successive trials,

the resulting fMRI signal is repetitive. Analytically, the waveform is represented by fewer equations

than unknowns, rendering the model unsolvable. Right. By introducing temporal jitter (variation) into

the presentation rate of the trials the measured waveform becomes more complex. Consequently

additional equations are required to represent the waveform, producing more equations than

unknowns, making the general linear model tractable. Adapted from Miezin et al. (2000).
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11.5.2 Time-locked averaging

As described above, event-related signal averaging most often requires the repetition of

experimental trials, such that repeated time-locked epochs of data can be recorded and

subsequently averaged together (cf. Buckner et al. 1996; Clark et al. 1998; Dale and Buckner

1997; Zarahn et al. 1997; Friston et al. 1998a; Josephs et al. 1997). This, by definition,

requires that an event is repeatable – or more commonly, that multiple instances of a class of

event can be presented (such as old or new items in a memory test). The averaging procedure

also requires that the data can be acquired in such a fashion that they can be aligned with the

event of interest (i.e., averaged together based on a consistent reference point). As is

illustrated in figure 11.4, in a typical event-related paradigm the presentation of each

experimental stimuli is used as the temporal event to which the data is time-locked. However,

this need not be the case. It is possible to time-lock to other events, such as the behavioral

response made to each stimuli, and (at least in principle) to physiological measures such as

heart rate. Moreover, in some circumstances it may be that one is interested in the pattern of

neural activity leading up to an event, defining the event of interest as the end rather than the

beginning of a trial.

In the most straightforward case the analysis of event-related reduces to simple

selective averaging, i.e., calculating the mean and variance of the fMRI signal at each time

point for each kind of trial event (e.g., Buckner et al. 1996; Dale and Buckner 1997).

Inferential statistics can then be employed to ask questions about the presence or absence of

differences between hemodynamic responses for each type of event (equivalent to the

analysis of other physiological and behavioral data). Importantly, because of the temporal

span of the hemodynamic response, it is necessary to consider the data across a range of time

points. Whilst averaging procedures are typically performed off-line, alternative on-line

procedures are currently being developed that allow real-time data processing and even

statistical analyses (cf. Voyvodic 1999; Posse et al. 1998; Cox et al. 1995). Either way, given

that the signal of interest is systematically associated with the time-locked event and invariant

across trials, while background noise is random, the averaging procedure increases the signal-

to-noise for signal changes that are time-locked to the experimental event. Clearly, the greater

the number of trials that are averaged together the higher the signal-to-noise ratio becomes.

TRIAL 1

TRIAL 2

TRIAL 4

TRIAL 3

AVERAGE

.

.

.

.

Fig. 11.4: Event-related averaging. The figure

shows how averaging can be used to reveal

hemodynamic response that is consistently

related to an event of interest. A series of trials

are presented, involving the presentation of a

stimulus on each trial, and hemodynamic

changes are measured time-locked to the

presentation of each stimulus. Individual trials

are then averaged together to provide a

representative average signal. Note that the

signal on any given trial contains both the

signal of interest and noise, and thus need not

appear highly similar to the average signal.

Nonetheless, assuming that noise is random

across trials, the average signal reveals that

part of the hemodynamic response that is

systematically related to the event of interest.
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More recent approaches to the analysis of event-related fMRI data now involve a full

implementation of the general linear model (GLM; cf. Friston et al. 1994; Worsley and

Friston 1995; Josephs et al. 1997; Zarahn et al. 1997; Miezin et al. 2000). Analysis within the

GLM is rooted in the simple assumption that the variance in the evolving fMRI BOLD-

contrast signal that is systematically time-locked to the event is a direct measure of the

hemodynamic response. In practice, analysis of event-related data within the GLM requires

that an explicit model is generated of the factors (i.e., effects) that are thought to contribute to

variability in a data set. Effects can be modeled to account for the different kinds of trial

events, as well as confounding effects such as a mean run intensity or slope that are

theoretically uninteresting, but nonetheless present in the data.

For each voxel in a data set, estimates of the response to each effect are calculated by

representing each time point in the data set by a linear equation. For each time point in the

data set the linear equation represents the measured BOLD signal as the sum of the

hemodynamic responses occurring at that point plus variance from noise (as illustrated in

figure 11.5).

MEASURED

BOLD

RESPONSE

Seven Unknowns,

Only Three Independent Equations

STIMULUS

ONSET

INDIVIDUAL

BOLD

RESPONSES

h7 + h 5 + h3

h6 + h 4 + h2

h5 + h 3 + h1

h4 + h 2

h3 + h 1 + h7

h2 + h 6

h1 + h 5

h7 + h 4

h6 + h 3

h7 + h4 + h 1

h6 + h3

h5 + h2

h4 + h1 + h 7

h3 + h6

h2 + h5

h1 + h4 + h 7

FIXED INTERVAL RANDOMIZED (JITTERED) INTERVAL

Seven Unknowns,

More Than Seven Independent Equations

Fig. 11.5: The general linear model. The general linear model can only effectively estimate the

separate contributions of the different trial types to the measured waveform when there are more

equations than unknowns. The use of linear equations to estimate the hemodynamic response of

overlapping events is consequently dependent upon the introduction of jitter between successive trial

types. Each stimulus is associated with a transient signal change, evolving over several time points.

The measured fMRI signal will be the linear summation of the signals to each stimulus – a complex

waveform. The independent contributions of the different trials are unclear in the summated signal,

however the contributions can be estimated using general linear equations. Left. When a fixed order

of stimuli is employed in rapid event-related designs, with a fixed interval between successive trials,

the resulting fMRI signal is repetitive. Analytically, the waveform is represented by fewer equations

than unknowns, rendering the model unsolvable. Right. By introducing temporal jitter (variation) into

the presentation rate of the trials the measured waveform becomes more complex. Consequently

additional equations are required to represent the waveform, producing more equations than

unknowns, making the general linear model tractable. Adapted from Miezin et al. (2000).
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Sorting After the Fact

• Wagner, et. al. Science 98

• Behavior may produce sufficient jittering

• Trials were 2s long (750ms word, 1250ms blank)

• Subjects making abstract/concrete decision

• Fixation trials

• Surprise memory test after the session to sort the 
trials into remembered vs. forgotten
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periment used blocked-design procedures to
investigate how systematic manipulation of
the encoding task affects prefrontal and me-
dial temporal activation, whereas the other
used newly developed event-related proce-
dures (7) that allow direct comparison be-
tween specific encoding trials that result in
subsequent remembering and forgetting. In
the blocked-design experiment, activation
during performance of a semantic processing
task (deciding if a word is abstract or con-
crete) was compared to that during a nonse-
mantic processing task (deciding if a word is
printed in upper- or lowercase letters).
Twelve normal, right-handed subjects were
scanned while performing alternating task-
blocks consisting of semantic processing,
nonsemantic processing, and visual fixation
(8, 9). The novelty of the words in the se-
mantic and nonsemantic blocks was equiva-
lent. Behaviorally, reaction times (RTs) were
longer for semantic (873 ms) relative to non-
semantic (539 ms) decisions. Subsequent
memory was superior following semantic
(85% recognized) than following nonseman-
tic (47% recognized) processing (10).

Many brain regions demonstrated signifi-
cantly greater activation during word pro-
cessing relative to visual fixation (Fig. 1)
(11). These activations likely reflect process-
es associated with memory encoding and also
more general processes associated with stim-
ulus perception and response generation. To
identify regions that demonstrate differential
activation during encoding conditions that
yield higher relative to lower subsequent
memory, we directly compared the semantic
and nonsemantic processing conditions. Re-
gions demonstrating greater activation during
semantic processing included several areas in
left prefrontal cortex, as well as left parahip-
pocampal and fusiform gyri (Fig. 1). Al-
though these results indicate that temporal
and prefrontal processes influence the encod-
ing of verbal experiences, they do not directly
specify the encoding differences that predict
whether a specific experience will be later
remembered or forgotten.

In a second experiment, event-related fMRI
was used while participants performed a single
incidental encoding task. The objective was to
determine whether trial-by-trial differences in
encoding activation predict subsequent memory
for experiences even when the processing task
was held constant. Thirteen normal, right-hand-
ed subjects underwent six fMRI scans, each
consisting of word and fixation events present-
ed in a continuous series of 120 rapidly inter-
mixed trials (12). During word trials, subjects
made a semantic decision (“abstract or con-
crete?”). Following the encoding scans, memo-
ry for the words was assessed by a recognition
test. Subjects indicated whether they recog-
nized each test word as studied, reporting their
confidence (high or low) when they recognized

A

B

C

Anterior LIFG

Posterior LIFG

Frontal Operculum

Fig. 2. Statistical activation
maps encompassing frontal
regions that demonstrate a
greater response during the
encoding of words later re-
membered (high confidence
hit trials) relative to words
later forgotten (miss trials).
Displayed at the left are trans-
verse and coronal sections
through the activation foci for
the event-related data aver-
aged across subjects. Greater
activation was noted in the
posterior and dorsal extent of
left inferior frontal gyrus
(LIFG) bordering precentral gy-
rus (A: !50, 9, 34; BA 44/6),
the anterior and ventral extent
of LIFG (B: !50, 25, 12; BA
45/47), and the left frontal
operculum (C: !31, 22, 6; BA
47). Time courses were derived
for each condition within a
three-dimensional region sur-
rounding the peak voxel and
reflect raw mean signal chang-
es. Regions were defined, using
an automated algorithm that
identified all contiguous voxels
within 12 mm of the peak that
reached the significance level.

A/B

C

Fig. 3. Activation maps and
the corresponding time cours-
es from temporal regions are
shown for the trial comparison
of remembered (greater re-
sponse) to forgotten (lesser re-
sponse) words. Temporal foci
included a region (!31, !46,
!12) that encompassed para-
hippocampal gyrus (A: BA 36/
37/35) and the more medial
extent of fusiform gyrus (B: BA
37), and a region that encom-
passed the lateral extent of
fusiform gyrus and portions of
inferior temporal gyrus (C:
!43, !55, !9; BA 37). Other
regions, including visual (L.,
left) and motor (R., right) cor-
tices, did not show modulated
activation across remembered
and forgotten trials.
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longer for semantic (873 ms) relative to non-
semantic (539 ms) decisions. Subsequent
memory was superior following semantic
(85% recognized) than following nonseman-
tic (47% recognized) processing (10).
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cantly greater activation during word pro-
cessing relative to visual fixation (Fig. 1)
(11). These activations likely reflect process-
es associated with memory encoding and also
more general processes associated with stim-
ulus perception and response generation. To
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activation during encoding conditions that
yield higher relative to lower subsequent
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and nonsemantic processing conditions. Re-
gions demonstrating greater activation during
semantic processing included several areas in
left prefrontal cortex, as well as left parahip-
pocampal and fusiform gyri (Fig. 1). Al-
though these results indicate that temporal
and prefrontal processes influence the encod-
ing of verbal experiences, they do not directly
specify the encoding differences that predict
whether a specific experience will be later
remembered or forgotten.

In a second experiment, event-related fMRI
was used while participants performed a single
incidental encoding task. The objective was to
determine whether trial-by-trial differences in
encoding activation predict subsequent memory
for experiences even when the processing task
was held constant. Thirteen normal, right-hand-
ed subjects underwent six fMRI scans, each
consisting of word and fixation events present-
ed in a continuous series of 120 rapidly inter-
mixed trials (12). During word trials, subjects
made a semantic decision (“abstract or con-
crete?”). Following the encoding scans, memo-
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nized each test word as studied, reporting their
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left inferior frontal gyrus
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of LIFG (B: !50, 25, 12; BA
45/47), and the left frontal
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47). Time courses were derived
for each condition within a
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reflect raw mean signal chang-
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of remembered (greater re-
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!12) that encompassed para-
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passed the lateral extent of
fusiform gyrus and portions of
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Separating Task Components

Caveats?

time. As shown in Fig. 2A, this approach yields nine
equations and 14 unknowns, so a unique estimate of
the time courses cannot be found.

The number of equations can be increased as shown
in Fig. 2B. Here, the sample stimulus is presented
every seven TRs, but the test stimulus is omitted after
alternate samples to form partial trials. The measured

time course can be averaged again, this time over each
pair of compound trials and partial trials. This ap-
proach yields 14 equations and 14 unknowns, so the
time courses can be uniquely estimated. In general, the
time courses can be separated if there are enough
independent equations to uniquely estimate each point
in each time course.

FIG. 1. Three representations of the linear model for a mock experiment with a single stimulus followed by the acquisition of a time series
of data consisting of seven points. The model includes the hemodynamic response and a linear trend. (A) Basic equations relating the
observed data y at point i to the hemodynamic response (h), a linear trend (slope m and intercept c), and the noise (!). The matrix form of
this equation is shown at the bottom of A. This matrix representation is expanded in B to show the definition of the design matrix. Since the
dimensions of the design matrix are usually large (with hundreds to thousands of rows), it is represented pictorially in C, where each matrix
element is represented by a rectangular block of pixels whose magnitude is represented by a gray level. The columns of this image represent
the effects in the model while the rows represent volumes of measured data.

FIG. 2. Diagram showing the analysis of data from a match-to-sample study without partial trials (A) and a study with partial trials (B).
The top row shows the underlying hemodynamic response h(t), where t is time, the second row shows the measured BOLD response, and the
third row shows the average BOLD response to a single trial ȳ(t). Each trial consists of two stimuli, the sample (smpl) and the test (tst). The
sample stimulus is presented at seven TR intervals. In A, every presentation of the sample is followed two TRs later by the presentation of
test stimulus. This yields data representing nine unique combinations of the sample and test responses, i.e., 9 equations and 14 unknowns.
Therefore, the time courses cannot be uniquely estimated. In B, partial trials are created by omitting the test stimulus after every other
presentation of the sample. This yields five additional unique combinations of the sample and test responses, i.e., 14 equations and 14
unknowns. Therefore, the time courses can be uniquely estimated.

212 OLLINGER, SHULMAN, AND CORBETTA

Ollinger 01, “catch” trials
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Bad Designs

When the model matrix is close to “singular”

Bottom line:
Different sets of parameters fit the data equally well.  
Which one is right?

The pseudoinverse choses the parameter set with the 
“smallest” amplitude. 

Parameter estimates very sensitive to noise
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Noise in FMRI
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Noise in MRI

Electrical noise in the MRI receiver is white and 
stationary

Noise in the reconstructed image has a very 
small amount of spatial autocorrelation because 
of the reconstruction process

Also some image artifacts (distortion), 
stationary if the subject doesn’t move too much
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Temporal noise in FMRI 1
FMRI noise is not independent in time
autocorrelations and low frequencies:
  - instrumental drift
  - cognitive junk: attention, thinking about lunch
  - even in dead people!  see Smith ‘99

intensity gradient changes (i.e., gray-white matter
interfaces) than in homogeneous regions (i.e., white
matter). This observation agrees with that of Bandetti-
ni’s et al. (1). Only 1.1% of the voxels in the homoge-
neous phantom showed significant low frequency drift
(most significant voxels were near the central-lower left
edge of the phantom), whereas cadavers, the normal
volunteer and nonhomogeneous phantoms had 13.7–
68.0% of their voxels with significant low frequency
drift.

In the normal volunteer data, only 1.9% or less of the
voxels showed significant power in the high frequency
band (0.1–0.5/acq Hz). This was larger than the percent-
age observed in either the phantom or cadaver data but
was not much larger than the expected value of 1.2%.

Contamination of fMRI time series data from physi-
ologic functions such as breathing or pulsating blood
has been reported by several groups (9–11). Our sam-
pling rate may not have been fast enough (2 s per
volume during spiral acquisition) to sample these arti-
facts or they may have been aliased into the low or
middle frequency bands. Note that two scans from the
normal volunteer had greater than 4% (0.67% ex-
pected) of the voxels being significantly different from
white noise in the middle frequency band (0.0167–
0.099 Hz, the frequency of most activation paradigms),
which could lead to false-positive activations.

The percentage of voxels that contained significant
amounts of low frequency drift in data acquired from
the normal volunteer was of the same magnitude as

FIG. 1. (A) Location of single voxel (black square) in a cadaver used to generate the percent change in signal in series in B. (C) The log of
the power spectrum coefficients (!) generated from the time series in B and the smoothed power coefficients (n). The solid line represents the
variance of the selected voxel and the dotted line represents the upper limit of a 99.99% confidence interval assuming a Gaussian distribution.
Note that the power in the low frequency range is significantly different from a Gaussian distribution for this particular voxel time series.

529LOW FREQUENCY DRIFT IN fMRI
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Temporal noise in FMRI 2

For what to do about it
see Heeger notes, MGH stats notes,
Woolrich ‘01 and Liu ’01 (in that order)
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Estimation Efficiency and Noise

β+ηβ = X+(s+η)
Truth TruthNoise Noise

pinv(design matrix)

βest = X+(data)
The noise propagates through the GLM fit:
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Estimation Efficiency and Noise

β+ηβ = X+(s+η)
If you know the statistics of the noise then you can 
estimate the error bars on the parameter estimates 
for the particular choise of desing.

Some designs are more efficient than others.  Pick the 
one that is best, subject to behavioral constraints.
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