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Review

Synaptic reverberation underlying

mnemonic persistent activity

Xiao-Jing Wang

A fundamental ability of the brain is to actively hold an
item of information ‘on-line’ in short-term memory. The
stored information can be a sensory stimulus that
guides a prospective action, such as a delayed
perceptual decision or a delayed behavioral response.
It can also be an item retrieved from long-term
memory, for example when the memory of a face is
activated and used in the visual search of a friend in a
crowd. The obligatory physical process underlying
active (working) memory is persistent neural activity
that is sustained internally in the brain, rather than
driven by inputs from the external world. Persistent
activity provides the cellular basis of ‘a central neural
mechanism’, as postulated by Hebb, ‘to account for the
delay, between stimulation and response, that seems
so characteristic of thought’1. In order for a neural

persistent activity to subserve working memory, it
must be stimulus-selective, and therefore information-
specific. Moreover, it must be able to be turned on and
switched off rapidly (≈100 ms) by transient inputs.

For 30 years, persistent activity in the cortex has
been documented by numerous unit recordings from
behaving monkeys during working memory tasks
(Box 1). How does stimulus-selective persistent
activity arise in a neural network? Can we explain
persistent activity in terms of the biophysics of
neurons and synapses, and circuit connectivity?
Recent experiments and computational modeling have
been devoted to these mechanistic questions; these
studies have led to new insights into the cellular basis
of mnemonic neural activity in behaving animals.

Reverberatory excitation: how localized can it be?

The central idea is that recurrent excitatory loops
within a neural network can sustain a persistent
activity in the absence of external inputs1,2. To test
this hypothesis, a key issue is to identify the crucial
and minimum anatomical substrate for
reverberation. In the neocortex, several scenarios are
conceivable.

Thalamocortical loop
Persistent activity can arise from a large neural
network that involves subcortical systems, through
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reciprocal excitation between the cortex and
thalamus, or via the cortico–striato–thalamo–cortical
loop (Fig. 1a). Consistent with this scenario, during
the delay period of a memory task, thalamic3 and
caudate4 neurons show an elevated persistent
activity; whereas the output neurons from basal
ganglia show a sustained inhibition5. It is unknown
whether the subcortical mnemonic activities are a
mere reflection of persistent cortical inputs. To
answer this question, it would be interesting to see
whether cortical persistent activity survives the
disruption of the closed loop, for example, by lesioning
the thalamocortical pathway.

Reciprocal loop between cortical areas
It is also possible that persistent activity is
maintained by reciprocal loops between cortical areas,
such as between the prefrontal cortex (PFC) and the
posterior parietal cortex, or between the PFC and the
inferotemporal cortex (Fig. 1b). Persistent activity is
present in all these areas (Box 1). However, to date
there is no convincing evidence that such a loop is
necessary for the generation of persistent activity. In
an object-working-memory experiment using
intervening stimuli (distractors), stimulus-specific
mnemonic activity has been shown to be easily
disrupted by distractors in inferotemporal neurons,
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Box 1. Persistent activity as neural correlate of working memory

Cortical ‘memory neurons’ that show persistent
activity are typically recorded during a delayed
response task, in which a monkey is required to
retain the information of a sensory cue across a
delay period between the stimulus and behavioral
response. Memory cells were first found, and seem
to be especially abundant, in the prefrontal cortex
(PFC)a–e. The crucial role of the PFC in working
memory is also supported by lesionf,g and brain
imaging studiesh. However, neural persistent
activity is a widespread phenonemon in
association cortices, including the posterior
parietal cortexi–k, and the inferotemporal cortexl,m.
According to the type of sensory stimulus that is
encoded for storage, one can distinguish three
kinds of working memory.

Discrete working memory

Figure Ia shows a delayed match-to-sample
experiment, in which the behavioral response
depends on the memory of one of the two items
(the stimulus color, red or green). An
inferotemporal neuron displays elevated activity
through the entire delay period (16 s), which is
selective to the color red. Such tasks engage a
working memory circuit in which the stored
information is a categorical feature of the stimulus
or an object (a face, color or word). Arguably, the
items form a discrete collection, and a given
neuron or neural assembly is selective to one or a
few items.

Spatial working memory

Figure Ib illustrates a delayed oculomotor
experiment, in which a saccadic eye movement is
guided by the memory of a spatial stimulus. In this
case, the stored information is spatial location,
which is an analog quantity. Neurons in the
dorsolateral PFC display persistent delay activity
that is spatially selective. The ‘memory field’ of a
cell is characterized by a smooth tuning curve,
peaked at a preferred spatial cue, which is different from cell to
cell. The memory of a given spatial location is stored by the

neural population in the form of a spatially localized persistent
firing pattern, or a ‘bump attractor’. Bump states are common to
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Fig. I. Three types of working memory encoding. (a) Discrete working memory. In a delayed match
(M)-to-sample (S) experiment, an inferotemporal neuron shows sustained high activity for the color
red (but not green) of a visual cue, during a delay period of 16 s. Redrawn, with permission, from
Fuster and Jerveyl. (b) Spatial working memory. In a delayed saccade experiment, a prefrontal
neuron shows persistent activity that is tuned to a preferred location of a visual cue. Upper panel:
rasters and cumulative spike histogram for a preferred cue; lower panel: spatial tuning curve of
delay period activity. Redrawn, with permission, from Funahashi et al.c (c) Parametric working
memory. In a delayed somatosensory discrimination task, a neuron in the inferior convexity shows
persistent activity with a firing rate proportional to the cue frequency. Upper panel: rasters. Cue
stimulus frequency indicated on the left, comparison stimulus frequency indicated on the right.
Middle panel: trial-averaged firing rates as a function of time. Lower panel: mean firing rates,
averaged across the entire delay period, as a function of the cue frequency. Redrawn, with
permission, from Romo et al.e



but not in PFC neurons6. This result suggests that a
neural circuit within PFC is by itself capable of
sustaining a stimulus-selective persistent activity.

Recurrent local cortical network
The third view is that persistent activity can be
produced locally within a cortical area (Fig. 1c). In
particular, Goldman-Rakic (1995) proposed a
columnarly organized cortical network model for the
PFC, in which persistent activity arises from
reverberatory excitation, and stimulus selectivity is
formed by recurrent inhibition7. This proposal is
consistent with the anatomical and

electrophysiological data that show extensive
horizontal excitatory connections in the PFC,
especially in layer II/III (Refs 8–10). Moreover,
prefrontal synapses display short-term plasticity on a
time scale of 0.1–10 s (Refs 11,12), which might
contribute to increase the synaptic efficacy
transiently during a reverberatory activity.

Intrinsic cellular bistability
Finally, feedback excitation could originate from
regenerative membrane dynamics of single neurons
(Fig. 1d). Voltage- and Ca2+-gated ion channels could
in principle generate bistability between a resting
state and an active state sustained by a ‘plateau
potential’13,14. Activation of relevant ion currents
(such as a Ca2+-activated cation current ICan) could
require neuromodulatory signals such as
acetylcholine15. Even if single cells are not bistable,
the behavior of a cortical network is always the result
of the interplay between intrinsic cellular properties
and synaptic mechanisms16.

Experiments and biophysical modeling on the
neural basis of persistent activity have so far been
focused on the scenario of reverberation within a
brain area. The present article will be confined to
synaptic mechanisms in a local recurrent network.

Attractor paradigm for persistent activity

Since the 1970s, it has been proposed that delay
activity patterns can be theoretically described by
‘dynamical attractors’17–21. In this framework, a
working memory network displays multiple attractor
states, each of which stores the memory of a specific
stimulus by a unique persistent firing pattern. The
emergence of persistent attractor states requires that
excitatory connections in a recurrent network are
sufficiently strong. It is only recently, beginning with
the work by Amit and colleagues, that attractor
network models have been implemented with
realistic models of cortical neurons and synapses22–27.

Figure 2 illustrates the biophysics of an attractor
network. In an object-working-memory model by
Amit and Brunel22, subpopulations of neurons are
selective to different object stimuli. When the
strength of excitatory connections between neurons
within each subpopulation is increased beyond a
critical threshold, persistent activity appears as an
all-or-none phenomenon (Fig. 2a,b). Below the critical
threshold, only the spontaneous state exists. Above
the threshold, the spontaneous activity state is still
dynamically stable to small perturbations, because at
low firing rates excitation is effectively counteracted
by feedback inhibition (Fig. 2c). However, if a
stimulus generates a transient high activity in a
neural subpopulation, now recurrent reverberation is
sufficiently powerful to drive this group of cells to
‘escape’ from the spontaneous state. A higher firing
activity leads to an even larger recurrent synaptic
excitation, which becomes sufficient to sustain a
persistent active state after the stimulus is
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neural circuits that encode directional or spatial information, such as head-
direction cellsn and place cellso.

Parametric working memory

Figure Ic shows a delayed somatosensory discrimination task, in which the
monkey was trained to compare and discriminate the frequencies of two
vibrotactile stimuli separated by a delay period. Here, the encoded
information is the cue frequency, again an analog quantity. PFC cells in the
inferior convexity show persistent activity that varies monotonically with
the cue frequency. Presumably, there is a continuous range of persistent
activity rates that vary in proportion to the stimulus parameter. Therefore,
the stimulus is encoded by a rate code continuum: not by ‘what’ neurons
show delay period activity, but by the firing rates at which they fire. A
similar monotonic encoding scheme is used by oculomotor neurons for
memory of the current eye positionp.
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withdrawn. The firing rate is eventually stabilized by
negative feedback (Fig. 2c). As a result, a stable
attractor of persistent activity with an elevated firing
rate is realized, that coexists with the stable
spontaneous state (Fig. 2c). Biophysical mechanisms
that control the firing rates in a working memory
network remain to be identified. Among possible
contributors are outward ion currents in the cell,
feedback inhibition, short-term synaptic depression,
and saturation of the synaptic drive at high
frequencies24.

These simulations of biologically based models
clearly show that quantitative differences in
intrinsic connections between cortical networks 
(e.g. association areas versus primary sensory areas)
can lead to qualitatively different behaviors (with 
or without persistent activity). A prediction 
from attractor models is that persistent activity
depends on the strength of recurrent excitation 
in an abrupt manner, so that mnemonic activity
could disappear suddenly when excitatory synaptic
transmission is gradually reduced by
pharmacological means.

Spatial working memory and bump attractors

Another major issue concerns the circuit architecture
that gives rise to stimulus selectivity of persistent
neural activity. Structured excitatory connectivity
could arise from a columnar organization7,28 or
through Hebbian long-term plasticity21. For spatial
working memory, such as in the delayed oculomotor
experiment of Funahashi et al.29 (Box 1), the network
encodes a cue location and stores its memory in the
form of a ‘bump attractor’, which is a spatially
localized persistent activity pattern. Such ‘bump
attractors’naturally arise from a network
connectivity where the strength of synaptic coupling
between two pyramidal neurons decreases with the
difference in their preferred cues14,18,30–34. Figure 3a
illustrates a bump attractor network model of spiking
neurons for spatial working memory25. In the model,
the persistent bump state is sustained by recurrent
synaptic excitation within a local group of pyramidal
cells. The spatial tuning is sculptured by synaptic
inhibition from interneurons, in agreement with
physiological data35. Stable bump attractors typically
require that lateral inhibition is spatially more
widespread than excitation, with interneurons
showing a broader tuning curve compared with
pyramidal cells (Fig. 3b) and/or projecting widely to
their targets.

In a spatial working memory model, a localized
persistent activity pattern tends to drift randomly as
a diffusion process during the delay period14,25. This is
because there is a continuous family of ‘bump
attractors’ (each encoding a potential location), and
noise induces drifts between them. Interestingly,
psychophysical studies have shown that the accuracy
of the memory-guided saccade decreases with the
delay duration in a way similar to diffusion36,37. It
would be interesting to see whether random drifts do
occur in PFC neurons during working memory, and
whether they correlate with quantitative errors in the
memory-guided saccades, and thus short-term
memory decay in behaving animals.

Bump attractors are of general interest to diverse
neural systems (Box 1). Interestingly, persistent
activity in head-direction cells is crucially dependent
on subcortical structures, where excitatory collaterals
seem to be scarce38. The circuit mechanisms
underlying persistent activity of head-direction cells
remain to be elucidated in future experiments and
model studies33,39.

Parametric working memory and line attractors

Persistent activity with monotonic stimulus tuning
(Box 1) requires a different type of network
architecture, which is still not understood. At a
phenomenological level, there is certain similarity
between prefrontal delay activity with monotonic
tuning40 and ‘neural integrators’ that store the short-
term memory of eye position. During eye fixation,
oculomotor neurons display persistent activity, with
the firing rate varying in proportion to the current eye
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position41. Based on the idea of synaptic
reverberation, Seung and colleagues42 constructed a
Hodgkin–Huxley-type conductance model of neural
integrators (Fig. 4). Because persistent firing rates of
individual cells are proportional to the eye position,
when they are plotted against each other in a ‘firing
rate space’, they always fall on a straight line. Each
eye position is encoded by a unique set of persistent
firing rates of neurons, corresponding to a particular
point on this ‘line attractor’43. Tank and colleagues
investigated neural integrators experimentally in a
goldfish preparation. Using intracellular recording
from the behaving animal, it was shown that an
increase in the persistent firing rate is correlated with
a step change in the membrane potential as a result of
network inputs, consistent with a synaptic
reverberation mechanism44.

Line attractors require fine tuning of network
parameters. When parameters such as the synaptic
strengths deviate from the precisely tuned values,
persistency deteriorates, and neural activity decays
or increases during fixation. It is unclear how such
fine-tuning of parameters could be realized by
biological mechanisms. The problem of robustness
also exists for attractor networks of spatial working
memory. A continuum of bump attractors assumes
that the network is homogeneous, so that any activity
pattern that is displaced spatially leads to another
activity pattern of the same shape but peaked at a
different location14,25,30,33. A major challenge is to
understand how such a recurrent network could still
function in the presence of network heterogeneity.

NMDA receptors and the stability of a memory network

An emergent notion from recent model studies is that
working memory behavior is usually easier to realize
and is more stable, if the network’s recurrent

synapses are primarily mediated by the slow and
voltage-gated NMDA receptors (NMDARs). The
reasons are several fold. First, the slow dynamics of
INMDA could be crucial to stabilize a working memory
network. Negative feedback processes, such as
inhibition and synaptic depression, are typically
slower than the AMPA receptor (AMPAR)-mediated
synaptic transmission. For example, the AMPAR-
mediated EPSCs (Refs 45,46) are about three times
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faster than the GABAA receptor-mediated IPSCs
(Refs 47,48). Synaptic depression has a decay time
constant of 200–500 ms or longer49,50. A system with
fast-positive and slow-negative feedback is
dynamically unstable. Persistent activity is often
disrupted in the middle of a delay period, and thereby
the memory is lost24,25. Such instability does not occur,
if excitation is sufficiently slow compared with
negative feedbacks, that is, when recurrent synapses
are primarily mediated by NMDA receptors24,25. In
this case, persistent activity is stable even in the
presence of network oscillations, typically in the
gamma frequency range24,25.

Second, the slow decay time of INMDA could be
required for robust behavior of a memory network
with continuous attractors. In the case of line
attractor model for the oculomotor integrators,

Seung43 pointed out that if the strength of feedback
excitation w is mistuned from the desired value w* by
a small amount, ∆w = (w – w*)/w*, then mnemonic
activity can no longer persist indefinitely. Instead, it
will decay with a time constant of τ ≈ τsyn/∆w, where
τsyn is the decay time constant of the recurrent
synaptic current. For example, if memory storage
requires τ ≈ 5 s, then with AMPA synapses (τsyn < 5 ms)
w would need to be extremely precisely tuned
(∆w ≤ 0.001 = 0.1%), whereas with NMDA synapses
(τsyn ≈ 100 ms) the tolerance is increased to
∆w = 0.02 = 2%.

Third, the voltage-dependent gating of NMDAR-
mediated currents INMDA could contribute to trigger
mnemonic activity selectively in a subgroup of
neurons for a particular memory item23. The idea is
that, during stimulus presentation, those cells
activated by the stimulus are more depolarized than
the rest of the network. Therefore the magnesium
block of NMDA receptor channels are differentially
removed in these cells, resulting in an enhanced
synaptic reverberation and persistent activity within
this group of neurons.

Fourth, the slow NMDAR unbinding to glutamate
could lead to a saturation of the steady-state INMDA
with repetitive stimulation at high frequencies. This
saturation curtails the explosive positive feedback
between neural firing and synaptic drive in a
recurrent network. Therefore it can help to control the
firing rate in a persistent activity state24. 
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simulation. Abscissa: time, ordinate: neurons (labeled by their
preferred cues). C: cue period, D: delay period, R: response period. 
The elevated and localized neural activity is triggered by the cue
stimulus at 180°, and persists during the delay period. On the right is
shown the spatial profile, where the average firing rate during the 
delay period is plotted versus the  preferred cue of the neuron. In
another trial, a different cue would elicit another bump attractor of the
same spatial shape, peaked at a different location (see movie at
http://www.wanglab.brandeis.edu/movie/spatial_wm.html). (b) Tuning
curves of delay period activity for a pyramidal neuron (i) and an
interneuron (ii), as a function of the cue location. Adapted, with
permission, from Ref. 25.



Taken together, these results suggest that a
reverberatory circuit would be much more stable, and
working memory function more robust, if recurrent
excitation is primarily mediated by NMDA receptors.

NMDA:AMPA ratio, dopamine modulation and

schizophrenia

The role of NMDARs in working memory can be
tested in both in vivo and in vitro experiments. In a
working memory experiment, Shima and Tanji51

found that delay period activity in the motor cortex
was more effectively abolished by iontophoresis of
NMDAR antagonists compared with AMPAR
antagonists, indicating a predominant role of NMDA
receptors in delay period activity. To confirm this
result it would be worthwhile to carry out further
studies using a similar approach, especially on PFC
neurons.

The prediction that the NMDA:AMPA ratio at
recurrent synapses should be high in a memory
network can be tested using in vitro experiments. In
models, the precise NMDA:AMPA ratio required for
stability depends on the details and parameters. The
general proposal is that a network with stronger
recurrent connectivity should show a higher

NMDA:AMPA ratio at its intrinsic synapses.
Presently, available data indicate that the
NMDA:AMPA ratio is area- and pathway-
specific52–56. The PFC has the highest mRNA
expression for the NMDAR subunits among cortical
areas of the human brain57, but the NMDA:AMPA
ratio at intrinsic excitatory synapses of PFC remains
to be quantitatively determined.

It should be noted that what is important for
persistent activity is not unitary EPSCs at resting
potential, but the ratio of the average NMDA and
AMPA synaptic currents during repetitive neural
discharges. This ratio could be boosted at high firing
frequencies in several ways. First, a large
depolarization reduces magnesium block of INMDA, so
that the peak INMDA:IAMPA ratio is increased58. Second,
there is evidence that during sustained activity, an
increase in the intracellular Na+ concentration
enhances NMDAR but not AMPAR currents59. Third,
NMDARs have a 100-fold higher affinity for glutamate
binding compared with AMPARs, thus extrasynaptic
NMDARs are more likely to be activated by glutamate
spillover during persistent activity60, leading to a
larger effective NMDA:AMPA ratio.

The NMDA:AMPA ratio can also be enhanced by
neuromodulation. In particular, dopamine has been
shown to differentially enhance NMDAR EPSCs via
D1 and D5 receptors, while slightly reducing non-
NMDA EPSCs in layer 5 PFC neurons61. This result,
if confirmed, is especially interesting, given the
importance of dopamine regulation of the prefrontal
lobe. Experiments on behaving animals showed that
working memory performance is modulated by the D1
but not the D2 class of dopamine receptors62.
Dopamine modulation might be important to enhance
the ‘signal-to-noise’ ratio and the robustness of
memory storage in the presence of behaviorally
irrelevant intervening stimuli26,27,63–65.

The notion that reverberation is crucially
dependent on NMDA receptors, if proven correct,
has potential clinical implications. On the one hand
there is strong evidence that working memory
deficits in schizophrenia are associated with
abnormal function of the frontal lobe66,67. On the
other, working memory dysfunction can be induced
by drugs that block NMDA receptors68. Postmortem
studies showed significant alterations of NMDAR
expression69, but did not reveal abnormality in the
AMPAR level70, in the PFC of schizophrenics. An
intriguing possibility is that working memory
dysfunction results from an abnormally low
NMDA:AMPA ratio at recurrent synapses which,
according to our model studies, would give rise to
dynamical instability of the mnemonic cortical
circuit. Moreover, because dopamine D1 receptors
selectively modulate the NMDAR current, the well-
documented link between dysfunction of the
dopamine system and working memory deficits in
schizophrenia could be explained in part through
the NMDAR pathway.
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Fig. 4. Line attractor in a
conductance-based
memory model of
oculomotor control.
(a) Persistent changes of
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during fixation. Adapted,
with permission, from
Ref. 42.
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Concluding remarks

Excitatory reverberation is a leading candidate
mechanism for mnemonic persistent activity. Recent
work on the biophysics of reverberatory networks has
led to two significant advances. First, attractor models
were constructed with realistic neurons and synapses.
Thus, it is possible for the first time to directly
compare a model with cellular neurophysiology. These
models have led to specific predictions and questions
(Box 2) which, albeit difficult, seem to be within the
reach of available experimental techniques. Second,
the attractor paradigm has now been extended to
memory networks that encode an analog stimulus, in
the form of ‘bump attractors’or ‘line attractors’.

It was recognized that reverberatory networks tend
to be dynamically unstable, but stability can be
achieved if recurrent excitation is primarily mediated
by the slow NMDA receptors. This hypothesis remains
to be tested experimentally. The idea should also be
challenged theoretically, by exploring alternative
biological mechanisms (such as heterogeneity) that
could stabilize a memory circuit without NMDA
receptors. A related issue is the robustness of memory
networks with a continuous family of attractors, which
in existing models typically require fine-tuning of
parameters with unrealistic precision. Ultimately, the
problem of robustness needs to be solved by adaptive
biological mechanisms71.
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Recent theoretical models have raised several neurophysiological
questions that can be investigated experimentally. Answers to these
questions will help to elucidate the mechanisms of neural persistent
activity.
• What is the minimum anatomical substrate of a reverberatory circuit

capable of persistent neural activity?
• Is persistent activity primarily sustained by synaptic reverberation, or by

bistable dynamics of single neurons?
• What is the NMDA:AMPA ratio at recurrent synapses of association

cortices, especially in the prefrontal cortex?
• How does this ratio depend on the frequency of repetitive stimulation

and on neuromodulation?
• What are the negative feedback mechanisms responsible for the rate

control in a working memory network?
• Is delay period activity asynchronous between neurons, or does it display

partial network synchrony and coherent oscillations?
• Is delay period activity more sensitive to NMDAR antagonists compared

with AMPAR antagonists?
• Does persistent activity disappear in an abrupt fashion, with a graded

block of NMDAR and AMPAR channels, as predicted by the attractor
model?

• How significant are drifts of persistent activity during working memory?
Are drifts random or systematic over trials?

• What are the biological mechanisms underlying the robustness of a
memory network with a continuum of persistent activity patterns?

Box 2. Outstanding questions
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