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ABSTRACT

I describe a statistical model for natural photographic images, when decomposed in a multi-scale wavelet basis.
In particular, I examine both the marginal and pairwise joint histograms of wavelet coefficients at adjacent spatial
locations, orientations, and spatial scales. Although the histograms are highly non-Gaussian, they are nevertheless
well described using fairly simple parameterized density models.
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The set of visual images is enormous, and yet only a small fraction of these are likely to be encountered in a
natural setting. Thus, a statistical prior model, even one that only partially captures these variations in likelihood,
can substantially benefit image processing and artificial vision systems. The problem of inferring a probability
density for images is difficult because of their high dimensionality. To make progress, it is thus essential to reduce
the dimensionality of the space on which one defines the probability model.

Two basic assumptions are commonly used for this purpose. The first is a Markov assumption: the probability
density of a pixel∗, when conditioned on a set of pixels in a small spatial neighborhood, is independent of the pixels
beyond the neighborhood. The second is an assumption of translation-invariance (i.e., strict-sense stationarity): the
distribution of pixels in a neighborhood does not depend on the absolute location of that neighborhood within the
image. Markov random field models have been widely used for texture modeling [e.g., 3–5]. They are, however,
inadequate for image modeling because images can contain structures that are arbitrarily large and that thus extend
beyond any small neighborhood of pixels.

The power of these statistical models may be substantially augmented if the image is first transformed to a new
space, in which the density has a more local structure. Choosing a basis that is appropriate for the statistics of an
input signal is a classical problem. The traditional solution is principal components analysis (PCA), in which a
linear decomposition is chosen to decorrelate the input signal. If one assumes that the model should be strict-sense
stationary, then the Fourier transform will produce such diagonalization. The most widely used model of image
statistics is a Fourier model, in which the power spectral density falls inversely as a power of spatial frequency
[e.g., 6–9].

It is well known that the PCA transform is not unique. First, if the covariance matrix has non-distinct eigen-
values, one can arbitrarily rotate within the associated subspace without affecting the covariance structure of the
signal. Second, after transforming the signal to the PCA coordinate system and scaling the axes to unit variance
(i.e., “whitening” the input), one can rotate the entire space without affecting the covariance structure. Recent work
on “independent components analysis” (ICA) uses higher-order statistical measures in order to uniquely constrain
the linear basis [e.g., 10,11]. In particular, several authors have constructed optimal bases for images by optimizing
such measurements [12,13]. The resulting basis functions are spatially oriented and have spatial frequency band-
widths of roughly one octave, similar to the most common multi-scale decompositions. These basis functions have
also been compared with the “receptive field” properties of neurons in mammalian visual cortex.

E-mail: eero.simoncelli@nyu.edu. Some of the material in this paper has been previously published in [1,2].
∗I’ll assume the image has been discretely sampled.



Figure 1. Coefficient magnitudes of a wavelet decomposition. Left: original “Einstein” image. Middle: Absolute values
of subband coefficients at three scales, and three orientations of a separable wavelet decomposition of this image. Right:
example basis functions (three different “orientations”, at a single coarse scale).

Our experience is that these observations of highly kurtotic marginals do not depend critically on the choice of
basis, beyond the qualitative properties of orientation specificity and roughly octave bandwidth. For our purposes
in this paper, we utilize a fixed multi-scale orthonormal wavelet basis, in which functions are related by translation,
dilation, and frequency modulation.† The image is decomposed into a set of subbands, each consisting of those
coefficients associated with a set of basis functions related by translation (but all having the same orientation and
scale). An example of the decomposition is shown in figure 1, along with example basis functions at a single scale.

1. MARGINAL MODEL

Once we’ve transformed the image to wavelet domain, how do we characterize the statistical properties of the
coefficients? Following the discussion above, the simplest model assumes the coefficients within a subband are
independent and identically distributed. The model is thus completely determined by the marginal statistics of the
coefficients.

Empirically, the marginal statistics of wavelet coefficients of natural images are highly non-Gaussian [e.g., 7,15].
In particular, the histograms are found to have much heavier tails and are more sharply peaked than one would
expect from a Gaussian density. As an example, histograms‡ of separable wavelet decompositions of several images
are plotted in figure 2.

These marginal densities are well-modeled by a generalized Laplacian (or “stretched exponential”) distribu-
tion [e.g., 15,16]:

Pc(c; s, p) =
e−|c/s|p

Z(s, p)
, (1)

where the normalization constant is Z(s, p) = 2 s
pΓ( 1

p ). Each graph in figure 2 includes a dashed curve corre-
sponding to the best fitting instance of this density function, with the parameters {s, p} estimated by maximizing
the likelihood of the data under the model. We have observed that values of the exponent p typically lie in the
range [0.5, 0.8]. The factor s varies monotonically with the size of the basis functions, producing higher variance
for coarser-scale components. The density model fits the histograms remarkably well, as indicated by the relative
entropy measures given below each plot.

Figure 3 illustrates the entropy gain associated with this model, as compared to a Gaussian density model,
and an empirical density model (i.e., assuming a known histogram). The Gaussian model variance was set to

†More precisely, the results shown in this paper are based on a 9-tap quadrature mirror filter (QMF) decomposition, using
filters designed in [14]. This is a linear-phase (symmetric) approximation to an orthonormal wavelet decomposition. The draw-
back is that the system does not give perfect reconstruction: The filters are designed to optimize a residual function. This is not
a serious problem for most applications, since reconstruction signal-to-noise ratios (SNRs) are typically about 55dB.

‡Histograms are obtained by gathering the coefficients of a single subband. Thus, we assume ergodicity and strict-sense
stationarity in order to consider them as representative of the underlying density.
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Figure 2. Examples of 256-bin coefficient histograms for a single vertical wavelet subband of several images, plotted
in the log domain. All images are size 512x512. Also shown (dashed lines) are fitted model densities corresponding
to equation (1). Below each histogram is the maximum-likelihood value of p used for the fitted model density, and
the relative entropy (Kullback-Leibler divergence) of the model and histogram, as a fraction of the total entropy of the
histogram.
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Figure 3. Comparison of encoding costs. Plotted are costs of encoding data from subbands assuming the generalized
Laplacian density of equation (1) (O’s), and the encoding cost assuming a Gaussian density (X’s), versus the empirical
encoding cost using a 256-bin histogram. Points are plotted for 9 bands (3 scales, 3 orientations) of 13 images.

match the sample variance. Note that the generalized Laplacian model comes within 0.25 bits/coefficient of the
empirical entropy, as compared with the Gaussian density model which often has a relative entropy greater than
1.0 bit/coefficient.

Thus, our first model of image statistics is that each wavelet subband consists of independent identically dis-
tributed random variables drawn from a density of the form given in equation (1). The model is parameterized
by the set {sk, pk}, where k indexes the subband. Since the wavelet transform is orthonormal, we can easily draw
statistical samples from this model. Figure 4 shows the result of drawing the coefficients of a wavelet representa-
tion independently from generalized Laplacian densities. The density parameters for each subband were chosen
as those that best fit the “Einstein” image. Although it has more structure than an image of white noise, the result
does not look very much like a photographic image!

2. JOINT MODEL

The primary reason for the poor appearance of the image in figure 4 is that the coefficients of the wavelet transform
are not independent. Intuitively, independence would seem unlikely, since images are not formed from linear
superpositions of independent patterns. In fact, the typical combination rule for image formation is occlusion.

Empirically, the coefficients of orthonormal wavelet decompositions of visual images are found to be fairly
well decorrelated (i.e., their covariance is zero). They are not, however, independent [2,1]. One can see this in
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Figure 4. An image drawn from the subband marginal model, with subband density parameters chosen to fit the image
of figure 1.

figure 1: the middle panel shows the magnitudes (absolute values) of coefficients in a four-level separable wavelet
decomposition. Note that large-magnitude coefficients tend to occur near each other within subbands, and also
occur at the same relative spatial locations in subbands at adjacent scales, and orientations [e.g., 2,1].

To make this more explicit, the top row of figure 5 shows joint histograms of several different pairs of coefficients.
As with the marginals, we assume ergodicity and strict-sense stationarity in order to consider the joint histogram
of this pair of coefficients, gathered over the spatial extent of the image, as representative of the underlying den-
sity. The adjacent coefficients produce contours that are nearly circular, whereas the others are clearly extended
along the axes. As a side note, the concentration of the probability mass along the axes suggests that the wavelet
decomposition is a reasonable choice of transform (at least for this particular image). Zetzsche [17] has examined at
empirical joint densities of quadrature (Hilbert transform) pairs of basis functions and found that the contours are
roughly circular.

The joint histograms shown in the first row of figure 5 do not make explicit the issue of whether the coefficients
are independent. The bottom row of shows conditional histograms of the same data. Let c correspond to the den-
sity coefficient (vertical axis), and p the conditioning coefficient (horizontal axis). The histograms illustrate several
important aspects of the relationship between the two coefficients. First, they are fairly well second-order decorre-
lated, since the expected value of c is approximately zero for all values of p. Second, the variance of the conditional
histogram of c clearly depends the value of p, and the strength of this dependency depends on the particular pair
of coefficients being considered. Thus, although c and p are uncorrelated, they still exhibit statistical dependence!

We have found that re-plotting the histograms as a function of the log coefficients reveals a simple structure
within the data [2,1]. Figure 6A shows the conditional histogram H

(

log2(c
2)| log2(p

2)
)

of a “child” coefficient c
conditioned on a coarser-scale “parent” coefficient p. The right side of the distribution is unimodal and concentrated
along a unit-slope line, suggesting that the conditional expectation, IE(c2|p2), is approximately proportional to p2.
Furthermore, vertical cross sections have approximately the same shape for different values of p2. Finally, the left
side of the distribution is concentrated about a horizontal line, suggesting that c2 is independent of p2 in this region.

The intuition for the right side of the distribution is that typical localized image structures (e.g., edges) tend to
have substantial power across many scales at the same spatial location. These structures will be represented in the
wavelet domain via a superposition of basis functions at these scales. The signs and relative magnitudes of the
coefficients associated with these basis functions will depend on the precise location, orientation and scale of the
structure. The absolute magnitudes will also scale with the contrast of the structure. Thus, measurement of a large
coefficient at one scale means that large coefficients at adjacent scales are more likely.

A simple simulation confirms this intuition. We computed the joint density of horizontal wavelet coefficient
magnitudes at two adjacent scales for a 64 × 64 pixel image of a disk. The disk radius was drawn uniformly from
the interval [8, 24] pixels, and its position was randomized within ±8 pixels of the image center. The disk amplitude
was drawn from a generalized Laplacian density, with parameters s = 1, p = 0.5. We also added a small amount
(SNR = 30 dB) of uniformly distributed white noise to the image. We collected statistics over 400 such images. The
resulting distribution, plotted in figure 6B, is qualitatively similar to that of figure 6A.
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Figure 5. Empirical joint distributions of wavelet coefficients associated with different pairs of basis functions. The top
row shows joint distributions as contour plots, with lines drawn at equal intervals of log probability. The two leftmost
examples correspond to pairs of basis functions at the same scale and orientation, but separated by different spatial
offsets. The third corresponds to a pair at orthogonal orientations (but the same scale and nearly the same position),
and the rightmost corresponds to a pair at adjacent scales (but the same orientation, and nearly the same position).
The bottom row shows corresponding conditional distributions: brighness corresponds to probability, except that each
column has been independently rescaled to fill the full range of intensities. pStatistics were gathered (spatially) from the
“Mountain” image.

A B C

log
2
|P|

lo
g 2|C

|

−4 −2 0 2 4 6
−4

−2

0

2

4

6

log
2
(P)

lo
g 2(C

)

−6 −4 −2 0 2 4
−6

−4

−2

0

2

4

log
2
(l(Q))

lo
g 2(C

)

−4 −2 0 2 4 6
−4

−2

0

2

4

6

Figure 6. Conditional histograms for the log magnitude of a fine scale horizontal coefficient. Brightness corresponds
to probability, except that each column has been independently rescaled to fill the full range of display intensities. A:
Conditioned on the Parent (same location and orientation, coarser scale) coefficient. Data are for the “Boats” image. B:
Same, except data are drawn from synthetic images containing non-overlapping disks of randomized spatial position
and size and additive noise (see text). C Conditioned on a linear combination of neighboring coefficient magnitudes.
Data are for the same subband of the Boats image as A.
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Figure 7. Top: Examples of log-domain conditional histograms for the second-level horizontal subband of different
images, conditioned on an optimal linear combination of coefficient magnitudes from adjacent spatial positions, orienta-
tions, and scales. Bottom: Model of equation (2) fitted to the conditional histograms. Intensity corresponds to probability,
except that each column has been independently rescaled to fill the full range of intensities.

We have modeled the conditional relationship between the two coefficients as:

P (c|p) ∝ f(c/
√

p2 + σ2).

That is, the distribution of c is described by a density function f , with variance proportional to p2 + σ2.

The form of the histograms shown in figure 6 is surprisingly robust across a wide range of images. Furthermore,
the qualitative form of these statistical relationships also holds for pairs of coefficients at adjacent spatial locations,
adjacent orientations. As one considers coefficients that are more distant (either in spatial position or in scale), the
dependency becomes weaker. This suggests that a Markov assumption might be appropriate.

Given the difficulty of characterizing the full density of a coefficient conditioned on a large set of neighbors, we
decided to simply extend the variance-scaling relationship described above using a weighted linear predictor for
the coefficient variance. This is a somewhat ad hoc choice, but it has proven effective in a number of applications
of this model. In particular, we assume the variance of a coefficient, c scales as a linear combination of the squared
coefficients in a local neighborhood:

P (c | {pk}) ∝ f



c/

√

∑

k

wkp2

k + σ2



 . (2)

Unlike traditional Gauss-Markov random fields, in which the conditional mean of a random variable depends
linearly on the neighboring variables, here the variance of c depends linearly on the squared neighbors. If one assumes
a particular form for the density f (e.g., Gaussian), the parameters {wk, σ} may be determined (numerically) via
maximum likelihood estimation.

The model fits the histograms quite well, as can be seen from the examples shown in figure 7. The benefit of the
model, in terms of entropy reduction, is summarized in figure 8.§ The entropy savings are less than those illustrated
in figure 3, but still substantial.

Sampling from this model is unfortunately not as straightforward as it is for the marginal model. We have been
investigating the use of Monte Carlo and iterative techniques for this purpose [18].

§These entropy calculations were performed for a related model, in which the conditional standard deviation of the coefficient
was modeled as a weighted sum of magnitudes of neighboring coefficients.
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Figure 8. Comparison of encoding cost using the conditional probability model of equation (2) with the encoding cost
using the first-order histogram, as a function of the encoding cost using a 256×256-bin joint histogram. Points are plotted
for 6 bands (2 scales, 3 orientations) of 13 images.

3. DISCUSSION

I’ve described non-Gaussian marginal and joint models for visual images in the wavelet domain. The models are
substantially more powerful than traditional Gaussian models. Our previous work has demonstrated that these
types of probability model are quite powerful when used in applications of compression [2], denoising [16,19], and
texture synthesis [20].

Although the empirical observations used to motivate the two models are quite striking, there are difficult issues
to be resolved, especially in the precise nature of the joint model. Specifically, the observations are all of pairs of
coefficients, but we have assumed a particular form for the conditional density based on a neighborhood of many
coefficients. We have recently begun to investigate the use of scale mixtures for modeling wavelet coefficients [21].
This appears quite promising, as it gives a more rigorous justification to conditional variance behavior, and simpli-
fies the problem of sampling.

Another difficult issue is that of translation-invariance. Orthonormal wavelet transform are not translation in-
variant: more precisely, the basis functions associated with a single subband do not span a translation-invariant
subspace [22]. Thus, our model is not translation-invariant. Using an overcomplete multi-scale transforation can
restore translation-invariance, but results in linear dependencies between the coefficients [e.g. 19]. For some appli-
cations, results may be averaged over all translates of the input image, in a process known as “cycle spinning” [23].
Alternatively, one can adaptively “sparsify” the representation [e.g., 24,25], but this is, in general, a global non-
convex optimization problem.
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