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Abstract

In the past decade, convolutional neural networks (CNN) have achieved state-of-the-art re-

sults in denoising. The goal of this work is to advance our understanding of these models and

leverage this understanding to advance the current state-of-the-art. We start by showing that

CNNs systematically overfit the noise levels in the training set, and propose a new architecture

called bias-free CNNs which generalize robustly to noise levels outside the training set. Bias-

free networks are also locally linear, which enables direct analysis with linear-algebraic tools.

We show that the denoising map can be visualized locally as a filter that adapts to both signal

structure and noise level. Denoising CNNs including bias-free CNNs are typically trained using

pairs of noisy and clean data. However, in many domains like microscopy, clean data is generally

not available. We develop a network architecture that performs unsupervised denoising for video

data, i.e, we train only using noisy videos. We then build on top of the unsupervised denoising

methodology and propose a new adaptive denoising paradigm. We develop GainTuning in which

CNN models pre-trained on large datasets are adaptively and selectively adjusted for individual

test images. GainTuning improves state-of-the-art CNNs on standard image-denoising bench-

marks, particularly for test images differing systematically from the training data, either in noise

distribution or image type. Finally, we explore the application of deep learning-based denoising

in scientific discovery through a case study in electron microscopy. To ensure that the denoised

output is accurate, we develop likelihood map which quantifies the agreement between real noisy

data and denoised output (thus flagging denoising artifacts). In addition, we show that popular

vii



metrics for denoising fail to capture scientifically relevant details and propose new metrics to fill

this gap.
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1 | Introduction

1.1 Motivation

Our measurement devices are often imperfect. The microphone of our cell phone picks up

background sounds, and the images captured from our camera are corrupted by random voltage

fluctuations in the sensors. As in these examples, degradation with noise is a common form of

corruption that occurs in our measurement devices. Reducing the noise and recovering the sig-

nal of interest from corrupted measurements is called denoising (See Fig 1.1 for a visual example).

Achieving high-quality denoising requires (at least implicitly) quantifying and exploiting the dif-

ferences between signals and noise. In the case of photographic images, the denoising problem

is both an important application, as well as a useful test-bed for our understanding of natural

images.

General methods for image processing are an active area of research. In the past decade,

a technique called convolutional neural networks (CNN) [72] (introduced in section 1.4), has

emerged as the defacto standard to deal with image data. CNN based denoisers implement a

denoising strategy that is completely data driven. The denoiser is shown thousands of pairs of

noisy and clean images which it uses to learn a strategy to denoise a previously unseen noisy

image. This methodology achieves state-of-the-art results in denoising natural images [21, 150].

However, despite their success, we face several challenges while using CNN based denoisers for

image denoising in practise. How can we train these methods on real noisy data when clean
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Figure 1.1: Visual example of denosing problem. The goal of denoising problem is to estimate the
clean image from observed noisy image. In this example, the observed noisy image (right) is a sum of
a clean image (left) with independent Gaussian noise (middle).

image are not available? Can these methods be used when the imaging conditions change from

training to inference? Can we understand and interpret what strategies these denoisers learn?

These challenges are outlined in Section 1.5. We will explore potential solutions in rest of the

thesis.

1.2 The Denoising Problem

In this section we describe the denoising problem. Consider a signal 𝑥 ∈ R𝑁 (for example, an

image with 𝑁 pixels). The measurement 𝑦 ∈ R𝑁 that we observe is our signal 𝑥 corrupted with

noise. A common model used is additive Gaussian noise, and in this case the observation 𝑦 can

be written as function of noise 𝜂 ∈ R𝑁 as:

𝑦 = 𝑥 + 𝜂, where 𝜂 ∼ N(0,𝜎2𝐼𝑁 ), (1.1)

where 𝐼𝑁 is an 𝑁 × 𝑁 identity matrix and 𝜎2 > 0 denotes the variance of the each dimension of

the Gaussian random variable (refer to figure 1.1 for an illustration of the corruption model). In

addition to Gaussian noise, we will explore Poisson noise in Chapter 5, and real noise from image

acquisition systems in Chapters 3, 4, and 5.
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Solving the denoising problem involves finding a function 𝑓 : R𝑁 → R𝑁 such that a noisy

observation 𝑦 can be mapped to a good estimate of 𝑥 , i.e 𝑓 (𝑦) ≈ 𝑥 . We can assume that signal 𝑥

and noisy observation 𝑦 are realizations of a random variable X and Y respectively. A common

choice to obtain denoising function 𝑓 is to minimize the squared error:

𝑓opt := argmin
𝑓

EX×Y | |𝑥 − 𝑓 (𝑦) | |22, (1.2)

where the expectation E is taken over the joint distribution of clean and noisy imagesX×Y. If we

do not make assumptions on the distribution ofX, then we approximate the expectation in Equa-

tion 1.2 by the empirical expectation over a dataset of noisy and clean image pairs {(𝑦𝑖 ,𝑥𝑖)}𝑛𝑖=1
:

𝑓opt := argmin
𝑓

1
𝑛

𝑛∑︁
𝑖=1

| |𝑥𝑖 − 𝑓 (𝑦𝑖) | |22, (1.3)

where 𝑛 is the number of examples in our dataset.

1.3 Classical Methods

Perhaps the simplest solution for the denoising problem is theWiener filter. TheWiener filter

assumes that the signal X is translation invariant and follows a Gaussian distribution [140]. In

this situation, theWiener filter is the optimal estimator in terms ofmean squared error. It operates

by mapping the noisy image to the frequency domain, shrinking the amplitude of all components,

and mapping back to the signal domain. In the case of natural images, the high-frequency com-

ponents are shrunk more aggressively than the lower-frequency components because they tend

to contain less energy. This is equivalent to convolution with a lowpass filter, implying that each

pixel is replaced with a weighted average over a local neighborhood. This local averaging re-

sults in over-smooths resulting leading the elimination of fine scale details and textures. Modern

filtering approaches address this issue by adapting the filters to the local structure of the noisy
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image (e.g. [92, 131]). In Section 2.5 we show that neural networks implement such strategies

implicitly, learning them directly from the data.

In the 1990’s powerful denoising techniques were developed based on multi-scale ("wavelet")

transforms. These transforms map natural images to a domain where they have sparser rep-

resentations. This makes it possible to perform denoising by applying nonlinear thresholding

operations in order to discard components that are small relative to the noise level [19, 31, 120].

From a linear-algebraic perspective, these algorithms operate by projecting the noisy input onto

a lower-dimensional subspace that contains plausible signal content. The projection eliminates

the orthogonal complement of the subspace, which mostly contains noise. This general method-

ology laid the foundations for the state-of-the-art models in the 2000’s (e.g. [26]), some of which

added a data-driven perspective, learning sparsifying transforms [35], and nonlinear shrinkage

functions [48, 114], directly from natural images. Ref. [96] shows that deep-learning models learn

similar priors in the form of local linear subspaces capturing image features.

1.4 Convolutional Neural Network Based Denoising

For a noisy input image𝑦 ∈ R𝑁 with𝑁 pixels, the denoising function 𝑓 : R𝑁 → R𝑁 computed

by a neural network is

𝑓 (𝑦) =𝑊𝐿𝑅(𝑊𝐿−1…𝑅(𝑊1𝑦 + 𝑏1) +… + 𝑏𝐿−1) + 𝑏𝐿 , (1.4)

where𝑊𝑖 is called theweightmatrix and𝑏𝑖 is bias vectors at layer 𝑖 . The function𝑅(𝑧) = max(0, 𝑧)

represents a rectified linear unit (ReLU) non-linearity [41]. ReLU is applied element wise to any

tensor input. If the neural network is convolutional,𝑊𝑖s are restricted to be convolutional ma-

trices. The process of finding the optimal parameters𝑊𝑖s and 𝑏𝑖s by solving the optimization

problem in equation 1.3 is called training. Neural networks that are trained on large databases of
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noisy and clean natural images to minimize mean square error achieves current state-of-the-art

denoising performance [52, 116, 150, 151].

When training a neural network, we need real data to approximate the expectation in Equa-

tion 1.2 and arrive at Equation 1.3. Since the expectation in Equation 1.2 is over the joint distri-

bution ofX×Y we needs pairs of noisy and clean images to approximate the expectation. While

we have datasets with clean images [87], we have very limited data on pairs of noisy and clean

images. To overcome this obstacle, a common technique used is to add synthetic additive Gaus-

sian noise (Equation 1.1) to clean images from an available dataset, generating pairs of noise and

clean images for training. However, this form of training introduces certain practical challenges.

For example, in several real-world applications we only have the noisy images without access to

a noise model or corresponding clean images. Can we use a CNN to denoise in this situation? If

we train on a particular dataset, can we expect the CNN to generalize when the image acquisition

conditions change? We outline these challenges in the next section.

1.5 Challenges in Denoising and Thesis Outline

While applying deep learning based denoising in practical situations, we encounter several

challenges. We will explore three of them in this thesis:

• We need robustness to changes in imaging conditions

Current denoising systems achieve state-of-the-art performance when the test data is sim-

ilar to the training data, but their performance degrades significantly when applied to data

that deviates from the training distribution. We explore a specific phenomena related to

changing noise distributions in Chapter 2. We show that state-of-the-art CNNs trained

for Gaussian denoising overfit to the noise levels (or standard deviations) they saw during

training, and fails catastrophically when tested on unseen noise levels. We propose a new

architecture, called Bias-Free CNNs that generalize seamlessly to unseen noise levels.
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In Chapter 4, we study a more general version of the robustness problem. We introduce

GainTuning, a framework that adapts any pre-trained CNN denoiser to out-of-distribution

test data. GainTuning improves denoising performance significantly for test images dif-

fering systematically from the training data, either in noise level or image type. We also

illustrate the potential of adaptive denoising in a scientific application, in which a CNN

is trained on synthetic data, and tested on real transmission-electron-microscope images

(explained in Chapter 5). In contrast to the existing methodology, GainTuning is able to

faithfully reconstruct the structure of catalytic nanoparticles from these data at extremely

low signal-to-noise ratios.

• We need interpretability to understand how the models work and adapt them.

Despite the success of the CNN based denoising systems, we lack both intuition and a

formal understanding of the mechanisms they implement to achieve this impressive per-

formance. In Chapter 2, we develop a gradient based tool to visualize and understand

the denoising mechanisms learned by the deep CNNs. We show that CNNs trained for

image denoising performs adaptive averaging over nearby pixels. Further, in Chapter 3,

we apply this tool to analyze video denoisers and show that deep CNNs trained for video-

denoising performs adpative spatio-temporal averaging consistent with local motion in the

input videos. This analysis reveals that the network learns to perform implicit motion com-

pensation, even though it is only trained for video denoising.

• We have no ground-truth data to train the network

Deep convolutional neural networks (CNNs) for denoising are typically trained with su-

pervision, assuming the availability of clean data. However, in many applications, such

as microscopy, noiseless data are not available. To address this for video denoising, in

Chapter 3, we propose an Unsupervised Deep Video Denoiser (UDVD). UDVD is a CNN

architecture designed to be trained exclusively on noisy data. The performance of UDVD
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is comparable to the supervised state-of-the-art, even when trained only on a single short

noisy video. We demonstrate the promise of our approach in real-world imaging applica-

tions by denoising raw video, fluorescence-microscopy and electron-microscopy data.

In addition to photographic images, denoising is also a fundamental challenge in scientific

imaging. While deep CNNs provide the current state of the art in denoising natural images and

produce impressive results, their potential has barely been explored in the context of scientific

imaging. We explore the application of deep learning based denoising in scientific discovery

through a case study in electronmicroscopy. InChapter 5, we apply the methodology devel-

oped in Chapters 2, 3 and 4 to images of catalytic nanopaticles acquired through a transmission

electron microscope. In scientific imaging, it is important to ensure that the denoised output is

factual, and not hallucinated (for example, there could be phantom atoms in the denoised out-

put). In Chapter 5, we develop Likelihood Map to aid with this task. Likelihood map quantifies

the agreement between real data and the denoised output, thus flagging parts of the image that

are denoising artefacts. In addition, we show that popular metrics for denoising do not capture

scientifically relevant details, and develop new metrics to fill this gap. Finally, we summarize and

conclude the thesis in Chapter 6.
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2 | Bias-free denoising: Generalization

to unseen noise variance

This chapter is adapted from the paper "Robust and Interpretable Denoising Via Bias-Free

Convolutional Neural Networks" published in International Conference of Learning Representa-

tions (ICLR) 2021 [96]. This is a joint work with Zahra Kadkhodaie, Eero P Simoncelli and Carlos

Fernendez-Granda.

abstract

We study the generalization properties of deep convolutional neural networks for image de-

noising in the presence of varying noise levels. We provide extensive empirical evidence that

current state-of-the-art architectures systematically overfit to the noise levels in the training set,

performing very poorly at new noise levels. We show that strong generalization can be achieved

through a simple architectural modification: removing all additive constants. The resulting "bias-

free" networks attain state-of-the-art performance over a broad range of noise levels, even when

trained over a narrow range. They are also locally linear, which enables direct analysis with

gradient-based tools. We show that the denoising map can be visualized locally as a filter that

adapts to both image structure and noise level.
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2.1 Overview

In the past decade, convolutional neural networks [72] have achieved state-of-the-art results

in image denoising [21, 150]. Despite their success, these solutions are mysterious: we lack both

intuition and formal understanding of the mechanisms they implement. Network architecture

and functional units are often borrowed from the image-recognition literature, and it is unclear

which of these aspects contributes to, or limits, the denoising performance. The goal of this

chapter is advance our understanding of deep-learning models for denoising. The contributions

of this chapter are twofold: First, we study the generalization capabilities of deep-learning mod-

els across different noise levels. Second, we provide novel tools for analyzing the mechanisms

implemented by neural networks to denoise natural images.

An important advantage of deep-learning techniques over traditional methodology is that a

single neural network can be trained to perform denoising at a wide range of noise levels. Cur-

rently, this is achieved by simulating the whole range of noise levels during training [150]. Here,

we show that this is not necessary. Neural networks can be made to generalize automatically

across noise levels through a simple modification in the architecture: removing all additive con-

stants. We find this holds for a variety of network architectures proposed in previous literature.

We provide extensive empirical evidence that the main state-of-the-art denoising architectures

systematically overfit to the noise levels in the training set, and that this is due to the presence

of a net bias. Suppressing this bias makes it possible to attain state-of-the-art performance while

training over a very limited range of noise levels.

The data-driven mechanisms implemented by deep neural networks to perform denoising are

almost completely unknown. It is unclear what priors are being learned by the models, and how

they are affected by the choice of architecture and training strategies. Here, we provide novel

tools to visualize and interpret these strategies through a local analysis of the Jacobian of the

denoising map. The analysis reveals locally adaptive properties of the learned models, akin to

10



existing nonlinear filtering algorithms.

2.2 Network Bias Impairs Generalization

Similar to the setup described in Section ??, we assume ameasurement model in which images

are corrupted by additive noise: 𝑦 = 𝑥 + 𝑛, where 𝑥 ∈ R𝑁 is the original image, containing 𝑁

pixels, 𝑛 is an image of i.i.d. samples of Gaussian noise with variance 𝜎2, and 𝑦 is the noisy

observation. The denoising problem consists of finding a function 𝑓 : R𝑁 → R𝑁 , that provides

a good estimate of the original image, 𝑥 . Commonly, one minimizes the mean squared error :

𝑓 = argmin𝑔 𝐸 | |𝑥 −𝑔(𝑦) | |2, where the expectation is taken over some distribution over images, 𝑥 ,

as well as over the distribution of noise realizations. In deep learning, the denoising function 𝑔 is

parameterized by the weights of the network, so the optimization is over these parameters. If the

noise standard deviation, 𝜎 , is unknown, the expectation must also be taken over a distribution

of 𝜎 . This problem is often called blind denoising in the literature. In this chapter, we study the

generalization performance of CNNs across noise levels 𝜎 , i.e. when they are tested on noise

levels not included in the training set.

Feedforward neural networks with rectified linear units (ReLUs) are piecewise affine: for a

given activation pattern of the ReLUs, the effect of the network on the input is a cascade of

linear transformations (convolutional or fully connected layers,𝑊𝑘 ), additive constants (𝑏𝑘 ), and

pointwise multiplications by a binary mask corresponding to the fixed activation pattern (𝑅).

Since each of these is affine, the entire cascade implements a single affine transformation. For

a fixed noisy input image 𝑦 ∈ R𝑁 with 𝑁 pixels, the function 𝑓 : R𝑁 → R𝑁 computed by a

denoising neural network may be written

𝑓 (𝑦) =𝑊𝐿𝑅(𝑊𝐿−1…𝑅(𝑊1𝑦 + 𝑏1) +…𝑏𝐿−1) + 𝑏𝐿 = 𝐴𝑦𝑦 + 𝑏𝑦 , (2.1)
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Figure 2.1: First-order analysis of the residual of a denoising convolutional neural network as a function
of noise level. The plots show the norms of the residual and the net bias averaged over 100 20 × 20
natural-image patches for networks trained over different training ranges. The range of noises used
for training is highlighted in blue. (a) When the network is trained over the full range of noise levels
(𝜎 ∈ [0, 100]) the net bias is small, growing slightly as the noise increases. (b-c) When the network is
trained over the a smaller range (𝜎 ∈ [0, 55] and 𝜎 ∈ [0, 30]), the net bias grows explosively for noise
levels beyond the training range. This coincides with a dramatic drop in performance, reflected in the
difference between the magnitudes of the residual and the true noise. The CNN used for this example
is DnCNN [150]; using alternative architectures yields similar results as shown in Figure A.1.

where 𝐴𝑦 ∈ R𝑁×𝑁 is the Jacobian of 𝑓 (·) evaluated at input 𝑦, and 𝑏𝑦 ∈ R𝑁 represents the net

bias. The subscripts on 𝐴𝑦 and 𝑏𝑦 serve as a reminder that both depend on the ReLU activation

patterns, which in turn depend on the input vector 𝑦.

Based on Equation 2.1 we can perform a first-order decomposition of the error or residual of

the neural network for a specific input: 𝑦− 𝑓 (𝑦) = (𝐼 −𝐴𝑦)𝑦−𝑏𝑦 . Figure 2.1 shows the magnitude

of the residual and the constant, which is equal to the net bias 𝑏𝑦 , for a range of noise levels.

Over the training range, the net bias is small, implying that the linear term is responsible for

most of the denoising (see Figures A.2 and A.3 for a visualization of both components). However,

when the network is evaluated at noise levels outside of the training range, the norm of the bias

increases dramatically, and the residual is significantly smaller than the noise, suggesting a form

of overfitting. Indeed, network performance generalizes very poorly to noise levels outside the

training range. This is illustrated for an example image in Figure 2.2, and demonstrated through

extensive experiments in Section 2.4.
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2.3 Proposed Methodology: Bias-Free Networks

Section 2.2 shows that CNNs overfit to the noise levels present in the training set, and that

this is associated with wild fluctuations of the net bias 𝑏𝑦 . This suggests that the overfitting might

be ameliorated by removing additive (bias) terms from every stage of the network, resulting in

a bias-free CNN (BF-CNN). Note that bias terms are also removed from the batch-normalization

used during training. This simple change in the architecture has an interesting consequence.

If the CNN has ReLU activations the denoising map is locally homogeneous, and consequently

invariant to scaling: rescaling the input by a constant value simply rescales the output by the

same amount, just as it would for a linear system.

Lemma 2.1. Let 𝑓BF : R𝑁 → R𝑁 be a feedforward neural network with ReLU activation functions

and no additive constant terms in any layer. For any input 𝑦 ∈ R and any nonnegative constant 𝛼 ,

𝑓BF(𝛼𝑦) = 𝛼 𝑓BF(𝑦). (2.2)

Proof. We can write the action of a bias-free neural network with 𝐿 layers in terms of the weight

matrix𝑊𝑖 , 1 ≤ 𝑖 ≤ 𝐿, of each layer and a rectifying operator R, which sets to zero any negative

entries in its input. Multiplying by a nonnegative constant does not change the sign of the entries

of a vector, so for any 𝑧 with the right dimension and any 𝛼 > 0 R(𝛼𝑧) = 𝛼R(𝑧), which implies

𝑓BF(𝛼𝑦) =𝑊𝐿R(𝑊𝐿−1 · · · R(𝑊1𝛼𝑦)) = 𝛼𝑊𝐿R(𝑊𝐿−1 · · · R(𝑊1𝑦)) = 𝛼 𝑓BF(𝑦). (2.3)

□

Note that networks with nonzero net bias are not scaling invariant because scaling the input

may change the activation pattern of the ReLUs. Scaling invariance is intuitively desireable for
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Noisy training image,
𝜎 = 10 (max level)

Noisy test image,
𝜎 = 90

Test image, denoised
by CNN

Test image, denoised
by BF-CNN

Figure 2.2: Denoising of an example natural image by a CNN and its bias-free counterpart (BF-CNN),
both trained over noise levels in the range 𝜎 ∈ [0, 10] (image intensities are in the range [0, 255]). The
CNN performs poorly at high noise levels (𝜎 = 90, far beyond the training range), whereas BF-CNN
performs at state-of-the-art levels. The CNN used for this example is DnCNN [150]; using alternative
architectures yields similar results (see Section 2.4).

a denoising method operating on natural images; a rescaled image is still an image. Note that

Lemma 2.1 holds for networks with skip connections where the feature maps are concatenated

or added, because both of these operations are linear.

In the following sections we demonstrate that removing all additive terms in CNN architec-

tures has two important consequences: (1) the networks gain the ability to generalize to noise

levels not encountered during training (as illustrated by Figure 2.2 the improvement is striking),

and (2) the denoising mechanism can be analyzed locally via gradient-based tools that reveal

intriguing ties to more traditional denoising methodology such as nonlinear filtering.

2.4 Bias-Free Networks Generalize Across Noise Levels

In order to evaluate the effect of removing the net bias in denoising CNNs, we compare sev-

eral state-of-the-art architectures to their bias-free counterparts, which are exactly the same ex-

cept for the absence of any additive constants within the networks (note that this includes the

batch-normalization additive parameter). These architectures include popular features of existing

neural-network techniques in image processing: recurrence, multiscale filters, and skip connec-
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tions. More specifically, we examine the following models (see Section A.1 for additional details):

• DnCNN [150]: A feedforward CNN with 20 convolutional layers, each consisting of 3 × 3

filters, 64 channels, batch normalization [54], a ReLU nonlinearity, and a skip connection

from the initial layer to the final layer.

• Recurrent CNN: A recurrent architecture inspired by [151] where the basic module is a

CNN with 5 layers, 3× 3 filters and 64 channels in the intermediate layers. The order of the

recurrence is 4.

• UNet [116]: A multiscale architecture with 9 convolutional layers and skip connections

between the different scales.

• SimplifiedDenseNet: CNNwith skip connections inspired by theDenseNet architecture [52,

153].

We train each network to denoise images corrupted by i.i.d. Gaussian noise over a range

of standard deviations (the training range of the network). We then evaluate the network for

noise levels that are both within and beyond the training range. Our experiments are carried out

on 180 × 180 natural images from the Berkeley Segmentation Dataset [87] to be consistent with

previous results [21, 117, 150]. Additional details about the dataset and training procedure are

provided in Section A.2.

Figures 2.3, A.4 and A.5 show our results. For a wide range of different training ranges, and

for all architectures, we observe the same phenomenon: the performance of CNNs is good over

the training range, but degrades dramatically at new noise levels; in stark contrast, the corre-

sponding BF-CNNs provide strong denoising performance over noise levels outside the training

range. This holds for both PSNR and the more perceptually-meaningful Structural Similarity In-

dex [wang2004ssim] (see Figure A.5). Figure 2.2 shows an example image, demonstrating visu-

ally the striking difference in generalization performance between a CNN and its corresponding
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Figure 2.3: Comparison of the performance of a CNN and a BF-CNN with the same architecture for
the experimental design described in Section 2.4. The performance is quantified by the PSNR of the
denoised image as a function of the input PSNR. Both networks are trained over a fixed ranges of noise
levels indicated by a blue background. In all cases, the performance of BF-CNN generalizes robustly
beyond the training range, while that of the CNN degrades significantly. The CNN used for this example
is DnCNN [150]; using alternative architectures yields similar results (see Figures A.4 and A.5).

BF-CNN. Our results provide strong evidence that removing net bias in CNN architectures results

in effective generalization to noise levels out of the training range.

2.5 Revealing the Denoising Mechanisms Learned by

BF-CNNs

In this section we perform a local analysis of BF-CNN networks, which reveals the underlying

denoising mechanisms learned from the data. A bias-free network is strictly linear, and its net

action can be expressed as

𝑓BF(𝑦) =𝑊𝐿𝑅(𝑊𝐿−1…𝑅(𝑊1𝑦)) = 𝐴𝑦𝑦, (2.4)

where 𝐴𝑦 is the Jacobian of 𝑓BF(·) evaluated at 𝑦. The Jacobian at a fixed input provides a local

characterization of the denoising map. In order to study the map we perform an analysis of the

Jacobian. Our approach is similar in spirit to visualization approaches– proposed in the context

of image classification– that differentiate neural-network functions with respect to their input
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(e.g. [97, 121]).

The linear representation of the denoising map given byEquation 3.3 implies that the 𝑖th pixel

of the output image is computed as an inner product between the 𝑖th row of 𝐴𝑦 , denoted 𝑎𝑦 (𝑖),

and the input image:

𝑓BF(𝑦) (𝑖) =
𝑁∑︁
𝑗=1

𝐴𝑦 (𝑖 , 𝑗)𝑦 ( 𝑗) = 𝑎𝑦 (𝑖)𝑇𝑦. (2.5)

The vectors 𝑎𝑦 (𝑖) can be interpreted as adaptive filters that produce an estimate of the denoised

pixel via a weighted average of noisy pixels. Examination of these filters reveals their diversity,

and their relationship to the underlying image content: they are adapted to the local features

of the noisy image, averaging over homogeneous regions of the image without blurring across

edges. This is shown for two separate examples and a range of noise levels in Figures 2.4, A.6,

A.7 and A.8 for the architectures described in Section 2.4. We observe that the equivalent filters

of all architectures adapt to image structure.

Classical Wiener filtering [140] denoises images by computing a local average dependent on

the noise level. As the noise level increases, the averaging is carried out over a larger region. As

illustrated by Figures 2.4, A.6, A.7 and A.8, the equivalent filters of BF-CNNs also display this

behavior. The crucial difference is that the filters are adaptive. The BF-CNNs learn such filters

implicitly from the data, in the spirit of modern nonlinear spatially-varying filtering techniques

designed to preserve fine-scale details such as edges (e.g. [131], see also [92] for a comprehensive

review, and [22] for a recent learning-based approach).

2.6 Discussion

In this chapter, we show that removing constant terms fromCNN architectures ensures strong

generalization across noise levels, and also provides interpretability of the denoising method via
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Figure 2.4: Visualization of the linear weighting functions (rows of 𝐴𝑦 in Equation 3.3) of a BF-CNN
for three example pixels of an input image, and three levels of noise. The images in the three rightmost
columns show the weighting functions used to compute each of the indicated pixels (red squares). All
weighting functions sum to one, and thus compute a local average (note that some weights are negative,
indicated in red). Their shapes vary substantially, and are adapted to the underlying image content. As
the noise level 𝜎 increases, the spatial extent of the weight functions increases in order to average out the
noise, while respecting boundaries between different regions in the image, which results in dramatically
different functions for each pixel. The CNN used for this example is DnCNN [150]; using alternative
architectures yields similar results (see Figure A.6).

linear-algebra techniques. We provide insights into the relationship between bias and generaliza-

tion through a set of observations. Theoretically, we argue that if the denoising network operates

by projecting the noisy observation onto a linear space of “clean” images, then that space should

include all rescalings of those images, and thus, the origin. This property can be guaranteed by

eliminating bias from the network. Empirically, in networks that allow bias, the net bias of the

trained network is quite small within the training range. However, outside the training range the

net bias grows dramatically resulting in poor performance, which suggests that the bias may be

the cause of the failure to generalize. In addition, when we remove bias from the architecture, we

preserve performance within the training range, but achieve near-perfect generalization, even to
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noise levels more than 10x those in the training range. These observations do not fully elucidate

how our network achieves its remarkable generalization- only that bias prevents that generaliza-

tion, and its removal allows it.

Finally, our analysis uncovers interesting aspects of the denoising map, but these interpre-

tations are very local: small changes in the input image change the activation patterns of the

network, resulting in a change in the corresponding linear mapping. Extending the analysis to

reveal global characteristics of the neural-network functionality is a challenging direction for

future research.

The training scheme we used in chapter was supervised - it required access to ground-truth

data to enable learning. However, in many practical situations like microscopy and astronomy,

ground-truth clean data is often difficult or impossible to obtain. In the next chapter, we will

explore techniques to train deep CNNs for denoising without ground-truth clean data.
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3 | Unsupervised denoising: Learning

without ground truth data

This chapter is adapted from the paper "Unsupervised Deep Video Denoising" published in

International Conference of Computer Vision (ICCV) 2021 [119]. This is a joint work with Dev

Sheth, Joshua Vincent, Ramon Manzorro, Peter A Crozier, Mitesh Khapra, Eero P Simoncelli and

Carlos Fernandez-Granda. In Chapters 1 and 2, we discussed state-of-the-art deep CNNs for

image denoising, and introduced bias-free networks which generalize seamlessly to noise levels

not seen during training. These networks were, however, trained using clean images as target. In

this chapter, we will explore unsuperivised denoising or training CNNs for denoising only with

noisy data. We will review unsupervised denoising methods for static images, and develop a new

method for sequence of images or videos.

abstract

Deep convolutional neural networks (CNNs) for video denoising are typically trained with

supervision, assuming the availability of clean videos. However, in many applications, such as

microscopy, noiseless videos are not available. To address this, we propose an Unsupervised Deep

Video Denoiser (UDVD), a CNN architecture designed to be trained exclusively with noisy data.

The performance of UDVD is comparable to the supervised state-of-the-art, even when trained
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only on a single short noisy video. We demonstrate the promise of our approach in real-world

imaging applications by denoising raw video, fluorescence-microscopy and electron-microscopy

data. In contrast to many current approaches to video denoising, UDVD does not require explicit

motion compensation. This is advantageous because motion compensation is computationally

expensive, and can be unreliable when the input data are noisy. A gradient-based analysis reveals

that UDVD automatically adapts to local motion in the input noisy videos. Thus, the network

learns to perform implicit motion compensation, even though it is only trained for denoising.

3.1 Overview

Video denoising is a fundamental problem in image processing, as well as an important pre-

processing step for computer vision tasks. Convolutional neural networks (CNNs) [72] provide

current state-of-the-art solutions for this problem [23, 27, 29, 34, 129, 130, 143, 147]. These net-

works are typically trained using a database of clean videos, which are corrupted with simulated

noise. However, in applications such as microscopy, noiseless ground truth videos are often not

available. To address this issue, we propose a method to train a video denoising CNN without

access to supervised data, which we call Unsupervised Deep Video Denoising (UDVD). UDVD is

inspired by the “blind-spot” technique, recently introduced for unsupervised still image denois-

ing [8, 66, 68, 74], in which a CNN is trained to estimate each noisy pixel from the surrounding

spatial neighborhoodwithout including the pixel itself. Here, we propose a blind-spot architecture

that processes the surrounding spatio-temporal neighborhood to denoise videos.

We show that UDVD is competitive with the current supervised state-of-the-art on standard

benchmarks, despite not having access to ground-truth clean videos during training (see Fig-

ure 3.1). Moreover, when combined with aggressive data augmentation and early stopping, it

can produce high-quality denoising even when trained exclusively on a single brief noisy video

sequence (as few as 30 frames), outperforming unsupervised video denoising techniques (e.g.
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(a) Clean frame, PSNR / SSIM (b) Noisy Input, 19.06 / 0.279 (c) Supervised (FastDVDnet), 31.73
/ 0.873

(d) Unsupervised (MF2F) , 30.35 /
0.825 (e) UDVD, 31.62 / 0.869 (f) UDVD-S, 31.39 / 0.865

Figure 3.1: Unsupervised denoising matches the performance of supervised denoising. Frame
from a video in the Set8 dataset denoised using different approaches. (a) Clean frame. (b) Frame
corrupted with Gaussian noise of standard deviation 30 (relative to intensity range [0-255]). (c) Fast-
DVDnet [130], a supervised method trained on the DAVIS dataset. (d) MF2F [29], an unsupervised
method which fine-tunes a pre-trained FastDVDnet on the noisy video (e) Our proposed unsupervised
method (UDVD), which uses five frames to denoise each frame, trained on the DAVIS dataset. (f)
UDVD trained only on the noisy video itself. Performance is quantified using PSNR / SSIM [138],
respectively. The corresponding videos, as well as additional examples, are included in Section C of the
supplementary material.

F2F[34] and MF2F [29]) which are pre-trained with supervision. Finally, methods based on pre-

training are not suitable for imaging applications where clean data is unavailable. In contrast, we

demonstrate that UDVD can effectively denoise three different real-world datasets: raw videos

from surveillance cameras, fluorescence-microscopy videos of cells, and electron-microscopy

videos of catalytic nanoparticles.

The state-of-the-art performance of UDVD is unexpected. Nearly all existing approaches to

video denoising [2, 14, 80, 84], including those based on deep CNNs [34, 44, 129, 143, 145], use

estimates of optical flow to adaptively compensate for the motion of objects in the video. Con-

ventional wisdom suggest that ignoring such motion should lead to denoising results in which

moving content is blurred. Contrary to this intuition, UDVD and some recent state-of-the-art su-
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pervised methods for video denoising [23, 27, 130] yield excellent empirical performance without

explicit estimation of optical flow. How can is this achieved? We use a gradient-based analysis to

show that both UDVD and supervised CNNs perform spatio-temporal adaptive filtering, which

is aligned with underlying motion. Thus, these CNNs are automatically performing implicit mo-

tion compensation. To quantify this, we demonstrate that it is possible to estimate optical flow

accurately from the network gradients, even though the network architectures are not designed

to account for optical flow, and the models receive no optical-flow information during training.

3.2 Background and Related Work

Traditional and CNN-based video denoising. Traditional techniques for single image de-

noising include nonlinear filtering [92, 131], sparse prior methods [19, 25, 31, 36, 107, 120], and

nonlocal means [71]; many of which have been extended to videos [2, 14, 80, 84]. In order to

exploit the spatio-temporal structure of the video, these methods typically employ motion com-

pensation based on estimates of optical flow.

In the last five years, data-driven methods based on deep CNNs [72] have outperformed all

other techniques in image [21, 46, 150] and video denoising [129, 130, 143, 147]. The CNNs

are trained to minimize the mean squared error between the network output and ground truth

using large databases of natural figures/ch3/videos. Many deep-learning techniques also perform

explicit motion compensation. DVDnet [129] applies an image-denoising CNN to each input

frame, estimates the optical flow from the denoised frames using DeepFlow [139] (a CNN pre-

trained for this purpose), warps the frames using the flow estimate to align their content, and

finally processes the registered frameswith a CNN. Ref. [143] applies a similar pipeline, but jointly

trains an optical-flow module with the denoising CNN.

Video denoising without motion compensation. Three recent methods perform video de-

noising without explicit motion estimation. VNLnet [27] uses a non-local search algorithm to
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find self-similar patches in the input video, and then uses a CNN to process the patches. Vi-

DeNN [23] consists of a first stage that denoises each frame using a CNN, and a second stage that

exploits temporal structure by using the frames, (𝑡 − 1), 𝑡 and 𝑡 + 1 to produce the denoised 𝑡 th

frame. FastDVDnet [130] uses UNet [116] blocks, trained end to end, to denoise each frame using

five contiguous frames. These methods achieve state-of-the-art performance without any explicit

motion compensation, similar to our proposed UDVD. In this chapter we show that such CNNs

actually performs implicit motion estimation, which can be revealed through a gradient-based

analysis.

Unsupervised denoising. Noise2Noise (N2N) is an unsupervised image-denoising technique

where a CNN is trained on pairs of noisy images corresponding to the same clean image [74].

Frame2Frame (F2F) [34] exploits this approach to fine-tune a pretrained image-denoising CNN

with noisy data. The idea is to register contiguous frames using the optical flow (obtained from

TV-L1 [148]), and treat them as noisy realizations of the same clean image. This scheme is ex-

tended to have a trainable flow estimation module in [145], additional optical-flow consistency

in [44] and to use multiple noisy frames as input in Multi-Frame2Frame (MF2F) [29].

Using the N2N framework to perform unsupervised video denoising requires warping ad-

joining frames, which in turn requires explicit motion compensation, and accurate occlusion

estimation. In addition, the assumption that contiguous frames can be registered may not hold,

particularly if the motion speeds in the video are large relative to the frame rate or local intensity

changes are not due to translation. In order to bypass these issues, we develop a blind-spot net-

work that trains denoising CNNs by fitting the noisy data directly. The CNN is trained to estimate

each noisy pixel value using the surrounding spatio-temporal neighborhood, but without taking

into account the noisy pixel itself in order to avoid the trivial identity solution. This “blind spot”

can be enforced through architecture design [68], or by masking [8, 66]. For still images, several

variations of this approach have been shown to provide effective denoising for natural images

and noisy images from fluorescence microscopy [60, 67, 108].
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Figure 3.2: Unsupervised Deep Video Denoising (UDVD) Network Architecture. The network
takes 5 consecutive noisy frames as input and produces a denoised central frame as output. We rotate
the input frames by multiples of 90◦ and process them in four separate branches with shared parameters,
each containing asymmetric convolutional filters that are vertically causal. As a result, the branches
produce outputs that only depend on the pixels above (0◦ rotation, blue region), to the left (90◦, pink
region), below (180◦, yellow region) or to the right (270◦, green region) of the output pixel. Each
branch consists of a cascade of 2 Unet-style blocks (D1 and D2) to combine information over frames.
These outputs are then derotated and linearly combined (using a 1×1 convolutions) followed by a ReLU
nonlinearity to produce the final output. The resulting “field of view” is depicted at the bottom with
each color representing the contribution of the corresponding branch.

3.3 Unsupervised Deep Video Denoising

In this section we describe our proposed architecture (see Figure 3.2 for a detailed diagram).

Multi-frame blind-spot architecture. Our CNN maps five contiguous noisy frames to a de-

noised estimate of the middle frame. Building on the “blind spot” idea proposed in [68] for single-

image denoising, we design the architecture so that each output pixel is estimated from a spatio-

temporal neighbourhood that does not include the pixel itself. We rotate the input frames by

multiples of 90◦ and process them through four separate branches containing asymmetric con-
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volutional filters that are vertically causal. As a result, the branches produce outputs that only

depend on the pixels above (0◦ rotation), to the left (90◦), below (180◦) or to the right (270◦) of

the output pixel. These partial outputs are then derotated and combined using a three-layered

cascade of 1 × 1 convolutions and nonlinearities to produce the final output. The resulting field

of view does not include the pixel being denoised, as depicted at the bottom of Figure 3.2.

UDVD processes the video in two stages as shown in Figure 3.2, similar to previously pro-

posed networks for supervised video denoising [23, 129, 130]. A first stage, consisting of three

UNets [116] (D1 in the diagram) with shared parameters, maps each group of three contiguous

frames (i.e. (𝑡 − 2, 𝑡 − 1, 𝑡), (𝑡 − 1, 𝑡 , 𝑡 + 1) and (𝑡 , 𝑡 + 1, 𝑡 + 2)) to a separate feature map. These

features are then mapped to a single output using another UNet (D2). See Section B.1.3 for a

detailed description of the architecture.

Bias-free architecture. Inspired by Section 2.4, we remove all additive terms from the convolu-

tional layers in UDVD. This provides automatic generalization to varying noise levels not encoun-

tered during training, and facilitates our proposed analysis to interpret the denoisingmechanisms

learned by the network (see Section 3.5 and 3.6).

Using the missing pixel. The denoised value generated by the proposed architecture at each

pixel is computed without using the noisy observation at that location. This avoids overfitting

– i.e. learning the trivial identity map that minimizes the mean-squared error cost function –

but ignores important information provided by the noisy pixel. In the special case of Gaussian

additive noise, we can use this information via a precision-weighted average between the network

output and the noisy pixel value. Following [67, 68], the weights in the average are derived by

assuming a Gaussian distribution for the error in the blind-spot estimates of the color pixel values.

Specifically, we model the distribution of the three color channels of a pixel 𝑥 ∈ R3 given the

noisy neighbourhood Ω𝑦 as 𝑝 (𝑥 |Ω𝑦) = N(𝜇𝑥 , Σ𝑥 ), where 𝜇𝑥 ∈ R3 and Σ𝑥 ∈ R3 represent the

mean vector and covariance matrix. Let 𝑦 = 𝑥 + 𝜂, 𝜂 ∼ N(0,𝜎2𝐼3) be the observed noisy pixel.

We integrate the information in the noisy pixel with the UDVD output by computing the mean
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of the posterior 𝑝 (𝑥 |𝑦,Ω𝑦), given by

𝐸 [𝑥 |𝑦] = (Σ−1
𝑥 + 𝜎−2𝐼 )−1(Σ−1

𝑥 𝜇𝑥 + 𝜎−2𝑦). (3.1)

See Suppl. A for more details. The CNN architecture is trained to estimate the mean and co-

variance of this distribution at each pixel by maximizing the log likelihood of the noisy data:

L(𝜇𝑥 , Σ𝑥 ) = 1
2 [(𝑦 − 𝜇𝑥 )𝑇 (Σ𝑥 + 𝜎2𝐼 )−1(𝑦 − 𝜇𝑥 )] + 1

2 log |Σ𝑥 + 𝜎2𝐼 |. When the noise process is un-

known, we simply minimize the MSE between the denoised output and noisy video, and ignore

the center pixel (see Section B.1.2 for more details).

Data augmentation and early stopping. In supervised denoising with simulated noise, train-

ing can rely on the generation of a virtually unlimited set of fresh noise realizations, which pre-

vents overfitting. In the unsupervised setting, this is not possible, which makes it more challeng-

ing to train models that can denoise short video sequences. To address this, we (a) leverage data

augmentation strategies: spatial flipping and time reversal, and (b) perform early stopping by

monitoring the mean squared error between the network output and noisy frames on a held-out

set of frames. These strategies make it possible to train UDVD with short video sequences (as

few as 30 frames), while achieving denoising performance that is on par with or superior to both

unsupervised and supervised networks trained on much larger datasets (see Figure 3.1, Table 3.2

and Section B.4.2).

3.4 Datasets

We demonstrate the broad applicability of our approach by validating it on domains with

different signal and noise structure: natural videos, raw videos, fluorescence microscopy, and

electron microscopy.

Natural videos. We perform controlled experiments on natural videos by adding iid Gaussian

27



Traditional Supervised CNN Unsupervised CNN (UDVD)

test set 𝜎 VNLB VBM4D VNLnet DVDnet FastDVDnet 1 frame 3 frames 5 frames

DAVIS
30 33.73 31.65 - 34.08 34.06 32.80 33.48 33.92
40 32.32 30.05 32.32 32.86 32.80 31.48 32.20 32.68
50 31.13 28.80 31.43 31.85 31.83 30.47 31.20 31.70

Set8
30 31.74 30.00 - 31.79 31.60 30.91 31.62 32.01
40 30.39 28.48 30.55 30.55 30.37 29.63 30.42 30.82
50 29.24 27.33 29.47 29.56 29.42 28.65 29.47 29.89

Table 3.1: Denoising results on natural video datasets. All networks are trained on the DAVIS train
set. Performance values are PSNR of each trained network averaged over held-out test data. UDVD,
operating on 5 frames, outperforms the supervised methods on Set8 and is competitive on the DAVIS
test set. Unsupervised denoisers with more temporal frames show a consistent improvement in denoising
performance. DVDnet and FastDVDnet are trained using varying noise levels (𝜎 ∈ [0, 55]) and VNLnet
is trained and evaluated on each specified noise level. All UDVD networks are trained only at 𝜎 = 30,
showing that they generalize well on unseen noise levels. See Sections C and F in the supplementary
material for additional results. The PSNR values for all methods except UDVD are taken from [130].

noise to theDAVIS dataset [106]. The training/validation/test split is 60/30/30 videos, respectively.

We use three additional datasets for testing - Set8 [130] composed of 4 videos from the Derfs Test

Media collection and 4 videos captured with a GoPro camera, Derfs [29] with 7 videos, and the

first 10 videos from Vid3oC [62] dataset (See Section B.4.1 for details).

Raw videos. We evaluate UDVD on a dataset of raw videos i.e with frame color channels in-

terleaved according to the sensor mosaic containing real noise introduced in [147]. The dataset

contains 11 unique videos, each containing 7 frames, captured at five different ISO levels using a

surveillance camera. Each video has 10 different noise realizations per frame, which are averaged

to obtain an estimated clean version of the video.

Fluorescence microscopy. We apply our approach to fluorescence-microscopy recordings of

live cells in [132]. We use two videos: Fluo-C2DL-MSC (CTC-MSC) depicting mesenchymal stem

cells, and Fluo-N2DH-GOWT1 (CTC-N2DH) depicting GOWT1 cells. This dataset illustrates the

challenges of applying supervised approaches to real data: there is no ground-truth clean data.

Electron microscopy. We also apply our methodology to a transmission electron microscopy

dataset from [95]. The data consist of a 40-frame video depicting a platinum nanoparticle sup-
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ported on a cerium oxide base. The average image intensity is 0.45 electrons/pixel, which results

in an extremely low signal-to-noise ratio. As with the fluorescence-microscopy data, no ground-

truth clean images are available. See Chapter 5 for more details.

3.5 Experiments and Results

Comparison with other approaches on natural videos. We train UDVD on the DAVIS train-

ing set (see Suppl. A for the training procedure). Following [8, 66, 68, 96, 129, 130, 150], we add

iid Gaussian noise with standard deviation 𝜎 = 30 on the clean videos during training. UDVD is

evaluated on the DAVIS test set and on Set8 by comparing to the clean ground-truth videos via

PSNR.We compare UDVDwith several popular methods: Bayesian processing of spatio-temporal

patches (VNLB [71]), an extension of the popular image-denoising algorithmBM3D (VBM4D [84])

and supervised CNNs (VNLnet [27], DVDnet [129], FastDVDnet [130]). As shown in Table 3.1,

UDVD achieves comparable performance to the supervised state-of-the-art on the DAVIS test

set and slightly outperforms these methods on an independent test set (Set8) at multiple noise

levels. It also outperforms traditional unsupervised techniques such as VNLB and VBM4D (see

Figure 3.1 and Section B.3 for visual examples).

Unsupervised denoising from limited data. In order to validate our approach on a more chal-

lenging setting that is closer to the practical applications of unsupervised denoising, we trained

and tested UDVD on individual videos from our test sets. As shown in Table 3 and 4 in Suppl.

D, when combined with data augmentation and early stopping (using the last 5 frames of each

video as a held-out validation set), this version of UDVD (called UDVD-S) achieves comparable

results, or often outperforms supervised FastDVDnet and unsupervised UDVD trained on a large

dataset (DAVIS) (see Table 3.2 for results on 4 different datasets).

To the best of our knowledge, all the existing unsupervised video denoising techniques are

based on the F2F [34] framework, where a backbone CNN pre-trained with supervision is fine-
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𝜎 = 30 𝜎 = 90

DAVIS Set8 Derfs Vid3oC DAVIS Set8 Derfs Vid3oC

UDVD-S 33.68 / 78.16 32.90 / 81.85 33.95 / 81.91 34.65 / 84.60 29.05 / 53.53 28.07 / 55.35 29.42 / 59.25 29.94 / 63.79

UDVD∗ 33.78 / 79.88 31.90 / 82.53 32.58 / 81.44 34.24 / 83.96 28.87 / 51.22 27.25 / 51.84 28.26 / 52.44 29.23 / 60.08
FastDVDnet∗ 33.91 / 76.99 31.81 / 80.21 32.45 / 81.64 35.05 / 84.44 28.01 / 47.53 26.54 / 50.16 27.36 / 52.87 28.42 / 55.99

MF2F 33.91 / 80.01 31.84 / 80.55 32.87 / 82.22 35.18 / 85.71 28.81 / 51.24 27.25 / 52.78 28.29 / 55.06 29.67 / 61.28

Table 3.2: Results for UDVD trained on individual noisy videos. The top row shows
PSNR/VMAF[76] values (averaged over the entire dataset) for UDVD trained on each individual
video sequence with early stopping (labelled UDVD-S) using the last 5 frames of a video as a held-out
set. We augmented the dataset with spatial flipping and time reversal (see Suppl. D for an ablation
study). With the augmentations and early stopping, UDVD-S is comparable to (and often outperforms)
UDVD or FastDVDnet trained on the full DAVIS dataset (indicated by ∗) and MF2F, which fine-tunes
a pre-trained CNN on each individual video. See Suppl. D for results on individual video sequences.

tuned on the video to be denoised. We compared UDVD-S against the most recent such method

– MF2F [29] which fine-tunes a FastDVDnet [130] trained with supervision on natural videos

using an objective involving optical flow computed on consecutive noisy frames (see Section 3.2).

Without any pre-training, UDVD-S outperforms MF2F in almost all videos in Tables B.3 and B.4,

and datasets in Table 3.2. Note that (a) we trained MF2F using all the 5 training schemes provided

in the paper and reported the best results in Table 3.2, and (b) the metric we used to measure

performance in Table 3.2 is the average PSNR of all denoised frames, unlike in Ref. [29] where

the first 10 frames of each video were excluded.

Use of temporal information. UDVD estimates each frame from 𝑘 surrounding contiguous

frames. To validate the effect of using more temporal information, we tested 𝑘 ∈ {1, 3, 5}. As

shown in Table 3.1, performance improves substantially andmonotonicallywith𝑘 (see Section B.2

for more noise levels ). This is in agreement with the literature on supervised learning [130]. The

performance gains arising from a longer temporal context are more substantial at higher noise

levels (see Table 3.1). This is consistent with our analysis in Section 3.6 which shows that, at low

noise levels, UDVD(𝑘 = 5) tends to ignore the distant frames, but relies on them more at higher

noise levels (see Figure 3.4 and Section B.7).

Generalization across noise levels. UDVD generalizes strongly across noise levels not en-
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CNNISO 1600 3200 6400 12800 25600 mean

UDVD 48.04 46.24 44.70 42.19 42.11 44.69
RViDeNet [147] 47.74 45.91 43.85 41.20 41.17 43.97

Table 3.3: Raw video denoising. PSNR values evaluated on the test set of the raw video dataset
(Section 3.4) when denoised with (a) UDVD trained only the noisy test videos and (b) RViDeNet trained
with supervision on a large dataset. The columns correspond to different ISO levels, with larger levels
resulting in noisier data.

countered during training. The results in Table 3.1 are obtained with a network trained only at

a fixed noise level of 𝜎 = 30. This generalization ability is consistent with bias-free networks for

image denoising (Chapter 2). See Section B.6 for more discussion and results.

Raw videos with real noise. We train UDVD on the first 9 realizations of the 5 videos from the

test set of the raw video dataset (see Section 3.4), holding out the last realization for early stopping.

We compare our performance with RViDeNet [147] which is pre-trained on a simulated dataset

and then fine-tuned with supervision on 6 training videos from the raw video dataset. UDVD

outperforms RViDeNet at all noise levels (see Table 3.3 and Fig 3.3). Note that UDVDwas directly

trained on the mosaiced raw videos. Existing unsupervised video denoising methods, like MF2F,

cannot be applied directly on this dataset as their pre-trained backbone expects an input in the

RGB domain.

Real-world microscopy data. We train UDVD on the fluorescence-microscopy data described

in Section 3.4 following the same procedure as for the natural videos, including data augmenta-

tion. For the electron-microscopy data, we trained on the first 35 frames of the video, and used the

remaining 5 as a validation set to perform early stopping based on mean-squared error. UDVD

is able to effectively denoise the fluorescence-microscopy and the electron-microscopy datasets

described in Section 3.4. This can be appreciated qualitatively in Figure 3.3 and Section B.5.
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Noisy Denoised Noisy Denoised

(a) Raw video (scene 11) (b) Fluor. micro. (Mes. stem cells)

(c) Fluor. micro. (GOWT1 cells) (d) Electron micro. (nanoparticle)

Figure 3.3: Denoising real-world data. Results from applying UDVD to the raw video, fluorescence-
microscopy and electron-microscopy datasets described in Section 3.4. Qualitatively, UDVD succeeds
in removing noise while preserving the underlying signal structure, even for the highly noisy electron-
microscopy data. Raw videos are converted to RGB for visualization.
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3.6 Automatic Motion Compensation

Most previous approaches for video denoising rely on explicit motion compensation [2, 14, 80,

84]. This requires estimating the optical flow, which is the local translational motion of features

in the image arising from the motion of objects and surfaces in a visual scene relative to the

camera. Several CNN-based denoisers build motion estimation into the architecture [129, 143].

In particular, motion compensation is critical to the F2F and MF2F frameworks for unsupervised

denoising, which use motion compensation to register contiguous images [29, 34, 44]. In contrast,

recent supervised video denoising networks like FastDVDnet [130] and ViDeNN [23], as well as

our unsupervised UDVD, do not perform any explicit motion compensation. Despite this, they

achieve state-of-the-art results. The empirical performance of these approaches suggests that the

networks must somehow be exploiting temporal information successfully. Here, we study this

phenomenon through an analysis of the denoising mapping, which reveals that these networks

perform an implicit form of motion compensation.

Gradient-based analysis. We use the approach developed in Section 2.5 to analyze CNNs

trained for image denoising. Let𝑦 ∈ R𝑛𝑇 be a flattened video sequence containing𝑇 noisy frames

with 𝑛 pixels each, processed by a CNN. We define the denoising function 𝑓𝑖 : R𝑛𝑇 → R as the

map between the noisy video and the denoised value 𝑑𝑖 := 𝑓𝑖 (𝑦) of the CNN output at the 𝑖th

pixel. A first-order Taylor decomposition of the denoising function may be written as:

𝑑𝑖 := 𝑓𝑖 (𝑦) = ⟨∇𝑓𝑖 (𝑦),𝑦⟩ + 𝑏, (3.2)

where ∇𝑓𝑖 (𝑦) ∈ R𝑛𝑇 denotes the gradient of 𝑓𝑖 at 𝑦. The constant 𝑏 := 𝑓𝑖 (𝑦) − ⟨∇𝑓𝑖 (𝑦),𝑦⟩ is the

net bias of the network, a combined function of all additive constants in the convolutional and

batch-normalization layers of the CNN.

Our proposed architecture is bias-free (i.e., all additive constants are removed from the archi-
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𝑦𝑡 𝑑𝑡 𝑎(𝑡 − 1, 𝑖) 𝑎(𝑡 , 𝑖) 𝑎(𝑡 + 1, 𝑖)

Figure 3.4: Video denoising as spatiotemporal adaptive filtering. Visualization of the equivalent
linear weights (𝑎(𝑘 , 𝑖), Eq. 3.3) used to compute two example denoised pixels using UDVD. The left two
columns show noisy frames 𝑦𝑡 at two noise levels, and the corresponding denoised frames, 𝑑𝑡 . Three
successive clean frames {𝑥𝑡−1,𝑥𝑡 ,𝑥𝑡+1} are shown in top row, for reference. Corresponding weights 𝑎(𝑘 , 𝑖)
for pixel 𝑖 (intersection of the dashed white lines) in these three frames, are shown in the last three
columns. The weights are seen to adapt to underlying video content, with their mode shifting to track
the motion of the skier. As the noise level 𝜎 increases (bottom row), their spatial extent grows, averaging
out more of the noise while respecting object boundaries. For each denoised pixel, the sum of weights
(over all pixel locations and frames) is approximately one, and thus can be interpreted as computing a
local average (but note that some weights are negative, depicted in blue).
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tecture, as proposed in Chapter 2, and thus 𝑏 = 0. As a result, the denoised value at the 𝑖th pixel

may be written as:

𝑑 (𝑖) = ⟨∇𝑓𝑖 (𝑦),𝑦⟩ =
𝑇∑︁
𝑘=1

⟨𝑎(𝑘 , 𝑖),𝑦𝑘⟩, (3.3)

where 𝑦𝑘 denotes each of the 𝑇 flattened frames that compose the noisy video, and the weights

𝑎(𝑘 , 𝑖) correspond to the gradient of 𝑓𝑖 with respect to 𝑦. Each vector 𝑎(𝑘 , 𝑖) can be interpreted

as an equivalent filter that produces an estimate of the denoised video at pixel 𝑖 via a weighted

average of the noisy observations over space and time.

Interpreting equivalent filters. Visualizing these equivalent filters reveals that UDVD learns to

denoise by performing averaging over an adaptive spatiotemporal neighborhood of each pixel. As

illustrated in Figures 3.4, B.4, B.5 and B.6 , when the noise level increases, the averaging is carried

out over larger regions. This intuitive behavior is also seen in classical linear Wiener filters [140],

where the filters are larger for higher levels of noise. The crucial difference is that in the case of

CNNs, the equivalent filters are adapted to the local video content: they respect object boundaries

in space and time, taking into account their motion. This is apparent in Figure 3.4: equivalent

filters in adjoining frames are automatically shifted spatially to compensate for the movement of

the skier (additional examples in Section B.7). We find that this implicit motion compensation

is not unique to UDVD: CNNs trained in a supervised fashion have the same property (see also

Section B.7).

Optical-flow estimation. In order to validate our observation that CNNs exclusively trained for

denoising implicitly detect and exploit video motion, we use the equivalent filters of the networks

to estimate the optical flow. To estimate the optical flow from the 𝑡 𝑡ℎ frame to the (𝑡 + 1)𝑡ℎ frame

at the 𝑖th pixel, we compute the difference between the position of the centroid of the equivalent

filter corresponding to the pixel at times 𝑡 , 𝑎(𝑡 , 𝑖), and time 𝑡+1, 𝑎(𝑡+1, 𝑖). To increase the stability

of the estimated flow, we compute the filter centroid through a robust weighted average that only
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(a) Noisy frame (𝜎 = 30) (b) Motion estimate from clean
video

(c) Motion estimate from UDVD
gradients

Figure 3.5: CNNs trained for denoising automatically learn to perform motion estimation. (a)
Noisy frame from a video in the DAVIS dataset. (b) Optical flow direction at multiple locations of the
image obtained using a state-of-the-art algorithm applied to the clean video. (c) Optical flow direction
estimated from the shift of the adaptive filter obtained by differentiating the network, which is trained
exclusively with noisy videos and no optical flow information. Optical flow estimates are well-matched
to those in (b), but deviate according to the aperture problem at oriented features (see black vertical
edge of bus door), and in homogeneous regions (see bus roof, top right).

includes entries with relatively large values (within 20% of maximum value in the filter).

The optical-flow estimates obtained from the gradients of the trained UDVD network are sur-

prisingly precise, even at very high noise levels. Figure 3.5, and additional figures in Section B.7,

show that the results are similar to those obtained by applying an algorithm for optical-flow esti-

mation (DeepFlow [139]) on the corresponding clean video. This demonstrates that the CNNs are

able to implicitly estimate motion from data, despite the fact that they were not trained on that

problem, and even in the presence of substantial noise corruption, a setting that is quite challenging

for optical-flow estimation techniques. We also observe that the optical-flow estimates obtained

from UDVD gradients tend to be less accurate for pixels near strongly oriented features where

local motion is only partially constrained (known as the aperture problem) or in homogeneous

regions, where the local motion is unconstrained (the blank wall problem).
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3.7 Conclusion

In this chapter we propose a method for unsupervised deep video denoising that achieves

comparable performance to state-of-the-art supervised approaches. Combinedwith data-augmentation

techniques and early stopping, the method achieves effective denoising even when trained ex-

clusively on short individual noisy sequences, which enables its application to real-world noisy

data. In addition, we perform a gradient-based analysis of denoising CNNs, which reveals that

they learn to perform implicit adaptive motion compensation. This suggests several interesting

research directions. For example, denoising may be a useful pretraining task for optical-flow es-

timation or other computer-vision tasks requiring motion estimation. In the next chapter, we

will build on the framework of unsupervised denoising to develop a semi-supervised denoising

paradigm.
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4 | Adaptive denoising: Generalizing

pre-trained denoisers to

out-of-distribution data

This chapter is adapted from the paper "Adaptive Denoising via GainTuning" published in

Neural Information Processing Systems (NeurIPS) 2021 [94]. This is a joint work with Joshua

Vincent, Ramon Manzorro, Peter A Crozier, Carlos Fernandez-Granda, and Eero P Simoncelli.

In this chapter, we will explore a more general version of the robustness problem we studied in

Chapter 2. The frameworkwill rely on unsupervised denoising techniques discussed in Chapter 3.

abstract

Deep convolutional neural networks (CNNs) for image denoising are typically trained on

large datasets. These models achieve the current state-of-the-art, but they do not generalize well

to data that deviate from the training distribution. Recent work has shown that it is possible to

train denoisers on a single noisy image. These models adapt to the features of the test image, but

their performance is limited by the small amount of information used to train them. Here we pro-

pose “GainTuning”, a methodology by which CNN models pre-trained on large datasets can be

adaptively and selectively adjusted for individual test images. To avoid overfitting, GainTuning
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optimizes a single multiplicative scaling parameter (the “Gain”) of each channel in the convolu-

tional layers of the CNN. We show that GainTuning improves state-of-the-art CNNs on standard

image-denoising benchmarks, boosting their denoising performance on nearly every image in a

held-out test set. These adaptive improvements are even more substantial for test images differ-

ing systematically from the training data, either in noise level or image type. We illustrate the

potential of adaptive GainTuning in a scientific application to transmission-electron-microscope

images, using a CNN that is pre-trained on synthetic data. In contrast to the existing method-

ology, GainTuning is able to faithfully reconstruct the structure of catalytic nanoparticles from

these data at extremely low signal-to-noise ratios.

4.1 Overview

Like many problems in image processing, the recovery of signals from noisy measurements

has been revolutionized by the development of convolutional neural networks (CNNs) [21, 149,

150]. These models are typically trained on large databases of images, either in a supervised (like

in Chapters 1 and 2) [21, 96, 149–151] or an unsupervised (like in Chapter 3) fashion [8, 66, 68,

141]. Once trained, these solutions are evaluated on noisy test images. This approach achieves

state-of-the-art performance when the test images and the training data belong to the same distri-

bution. However, when this is not the case, the performance of these models is often substantially

degraded [96, 133, 151]. This is an important limitation for many practical applications, in which

it is challenging (or even impossible) to gather a training dataset that is comparable in noise

and signal content to the images encountered at test time. Overcoming this limitation requires

adaptation to the test data.

A recent unsupervised method (Self2Self) has shown that CNNs can be trained exclusively

on individual test images, producing impressive results [110]. Despite this, the performance of

Self2Self is limited by the small amount of available training information, and is generally inferior
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(a) Pre-training on a database (b) Adaptive training on test image (c) Combined pre-training and test-adaptive training

…

CNN

Training data

Test image

Denoised image
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CNN

Test image

Denoised
image

! …

CNN

Training data

Test image

Denoised image

! ∆

Figure 4.1: Proposed denoising paradigm. (a) Typically, CNNs are trained on a large dataset and
evaluated directly on a test image. (b) Recent unsupervised methods perform training on a single
test image. (c) We propose GainTuning, a framework which bridges the gap between both of these
paradigms: a CNN pre-trained on a large training database is adapted to the test image.

to CNN models trained on large databases.

In this chapter, we propose GainTuning, a framework to bridge the gap between models pre-

trained on large datasets, and models trained exclusively on test images. In the spirit of two

recent methods [123, 133], GainTuning adapts pre-trained CNN models to individual test im-

ages by minimizing an unsupervised denoising cost function, thus fusing the generic capabilities

obtained from the training data with specific refinements matched to the structure of the test

data. Rather than adapt the full parameter set (filter weights and additive constants) to the test

image, GainTuning instead optimizes a single multiplicative scaling parameter (the “Gain”) for

each channel within each layer of the CNN. The dimensionality of this reduced parameter set

is a small fraction (≈ 0.1% in our examples) of that of the full parameter set. We demonstrate

through extensive examples that this prevents overfitting to the test data. The GainTuning pro-

cedure is general, and can be applied to any CNN denoising model, regardless of the architecture

or pre-training process.

GainTuning provides a novel method for adapting CNN denoisers trained on large datasets

to a single test image. GainTuning improves state-of-the-art CNNs on standard image-denoising
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(a) Noisy image
(b) Unsupervised training

only on (a) [110]
(c) Supervised training
on simulated data [95]

(d) GainTuning on CNN
trained on sim. data (c)

(e) Estimated reference
image

Figure 4.2: Denoising results for real-world data. (a) An experimentally-acquired atomic-resolution
transmission electron microscope image of a CeO2-supported Pt nanoparticle. The image has a very low
signal to noise ratio (PSNR of ≈ 3𝑑𝐵). (b) Denoised image obtained using Self2Self [110], which fails to
reconstruct three atoms (blue arrow, second row). (c) Denoised image obtained via a CNN trained on a
simulated dataset, where the pattern of the supporting atoms is not recovered faithfully (third row). (d)
Denoised image obtained by adapting the CNN in (c) to the noisy test image in (a) using GainTuning.
Both the nanoparticle and the support are recovered without artefacts. (e) Reference image, estimated
by averaging 40 different noisy images of the same nanoparticle.

benchmarks, boosting their denoising performance on nearly every image in held-out test sets.

Performance improvements are even more substantial when the test images differ systemati-

cally from the training data. We showcase this ability through controlled experiments in which

we vary the distribution of the noise and image structure of the test data. Finally, we evalu-

ate GainTuning in a real scientific-imaging application where adaptivity is crucial: denoising

transmission-electron-microscope data at extremely low signal-to-noise ratios. As shown in Fig-

ure 4.2, both CNNs pre-trained on simulated images and CNNs trained only on the test data

produce denoised images with substantial artefacts. In contrast, GainTuning achieves effective

denoising, accurately revealing the atomic structure in the real data.
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4.2 Related Work

Denoising via deep learning. As discussed in Chapter 1, CNN-based methods have clearly

outperformed previous state-of-the-art denoising methods [19, 25, 31, 35, 48, 107, 120]. Denois-

ing CNNs are typically trained in a supervised fashion, minimizing mean squared error (MSE)

over a large database of example ground-truth clean images and their noisy counterparts [21,

96, 150]. Unsupervised methods have also been developed, which do not rely on ground-truth

images. There are two main strategies to achieve this: use of an empirical Bayes objective, such

as Stein’s unbiased risk estimator (SURE) [31, 81, 91, 114, 123, 124], and architectural “blind-spot”

methods [8, 66, 68, 141] (see Section 4.4 for a more detailed description).

Generalization to out-of-distribution noise. Previous studies, including Chapter 2, have

shown that CNN denoisers fail to generalize when the noise encountered at test time differs

from that of the training data [96, 151]. Chapter 2 proposes the use of a modified CNN architec-

ture without additive bias terms, which is able to generalize to noise with variance well beyond

that encountered in the training set. Here, we show that augmenting a generic architecture with

GainTuning yields comparable performance to removing bias.

Generalization to out-of-distribution images. In order to adapt CNNs to operate on test

data with characteristics differing from the training set, recent publications propose fine-tuning

the networks using an additional training dataset that is more aligned with the test data [42,

133]. This is a form of transfer learning, a popular technique in classification problems [30, 144].

However, it is often challenging to obtain relevant additional training data. Here, we show that

GainTuning can adapt CNN denoisers to novel test images.

Feature normalization. Normalization techniques such as batch normalization (BN) [55] are a

standard component of deep CNNs. BN consists of two stages: (1) centering and normalizing the

features corresponding to each channel, (2) scaling and shifting the normalized features using two

learned parameters per channel (a scaling factor and a shift). The scaling parameter is analogous
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to the gain parameter introduced in GainTuning. However, in BN this parameter is adjusted

during training and fixed during test time, whereas GainTuning adjusts it adaptively, for each

test image.

Gain normalization. Motivated by gain control properties observed in biological sensory neu-

rons [18], adaptive local normalization of response gains has been previously applied in object

recognition [56], density estimation [4], and compression [5]. In contrast to these approaches,

which adjust gains based on local responses, GainTuning adjusts a global gain for each channel

by optimizing an unsupervised objective function.

Adapting CNN denoisers to test data. Two recent publications have developed methods of

adapting CNN denoisers to test data [124, 133]. Ref. [124] include the noisy test images in the

training set. In a recent extension, the authors fine-tune a pre-trained CNN on a single test image

using the SURE cost function [123]. Ref. [133] does the same using a novel cost function based on

noise resampling (see Section 4.4 for a detailed description). As shown in Section C.4 fine-tuning

the full set of CNN parameters using only a single test image can lead to overfitting. Ref. [123]

avoids this using early stopping, selecting the number of fine-tuning steps beforehand. Ref. [133]

uses a specialized architecture with a reduced number of parameters. Here, we show that several

unsupervised cost functions can be used to perform adaptation without overfitting, as long as we

only optimize a subset of the model parameters (specifically, the gain of each channel). .

Adjustment of channel parameters to improve generalization in other tasks. Adjustment

of channel parameters, such as gains and biases, has been shown to improve generalization in

multiple machine-learning tasks, such as the vision-language problems [28, 103], image gener-

ation [20], style transfer [39], and image restoration [47]. In these methods, the adjustment is

carried out while training the model by minimizing a supervised cost function. In image clas-

sification, recent studies have proposed performing adaptive normalization [58, 100, 118] and

optimization [136] of channel parameters during test time, in the same spirit as GainTuning.
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4.3 Proposed Methodology: GainTuning

In this section we describe the GainTuning framework. Let 𝑓𝜃 be a CNN denoiser parameter-

ized by weight and bias parameters, 𝜃 . We assume that we have available a training database and

a test image ytest that we aim to denoise. First, the networks parameters are optimized on the

training database

𝜃pre-trained = argmin
𝜃

∑︁
𝑦∈training database

Lpre-training(𝑦, 𝑓𝜃 (𝑦)). (4.1)

The cost function Lpre-training used for pre-training can be supervised, if the database contains

clean and noisy examples, or unsupervised, if it only contains noisy data.

A direct method of adapting the pre-trained CNN to the test data is to finetune all the param-

eters, as is done in all prior work on test-time adaptation [42, 123, 133]. Unfortunately this can

lead to overfitting the test data (see Section C.4). Due to the large number of degrees of freedom,

the model is able to minimize the unsupervised cost function without denoising the noisy test

data effectively. This can be avoided to some extent by employing CNN architectures with a small

number of parameters [133], or by only optimizing for a short time (“early stopping”) [123]. Un-

fortunately, using a CNN with reduced parameters can limit performance (see Section 4.5), and

it is unclear how to choose a single criterion for early stopping that can operate correctly for all

test images. Here, we propose a different strategy: tuning a single parameter (the gain) in each

channel of the CNN. GainTuning can be applied to any pre-trained CNN.

We denote the gain parameter of the 𝑐 th channel of the the 𝑙 th layer as 𝛾 [l, c], and the conven-

tional parameters of that channel by 𝜃pre-trained [l, c] (a vector containing the filter weights). The

adapted GainTuning parameters are the product of these:

𝜃GainTuning(𝛾) [l, c] = 𝛾 [l, c] 𝜃pre-trained [l, c]. (4.2)
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We estimate the gains by minimizing an unsupervised loss that only depends on the noisy image:

𝛾 = argmin
𝛾

LGainTuning(ytest,𝜃GainTuning(𝛾)) (4.3)

The final denoised image is 𝑓𝜃GainTuning (𝛾) (ytest). Section 4.4 describes several possible choices for

the cost function LGainTuning. Since we use only one scalar parameter per channel, the adjust-

ment performed by GainTuning is very low-dimensional (≈ 0.1% of the dimensionality of 𝜃 ).

This makes optimization quite efficient, and prevents overfitting (see Section C.4). Further, in

Section C.4 we show that performing GainTuning provides better performance when compared

to fine-tuning only the last few layers of the pre-trained network.

4.4 Cost Functions for GainTuning

A critical element of GainTuning is the use of an unsupervised cost function, which is min-

imized in order to adapt the pre-trained CNN to the test data. Here, we describe three different

choices, each of which are effective for the GainTuning framework, but which have different

benefits and limitations.

Blind-spot loss. This loss measures the ability of the denoiser to reproduce the noisy observa-

tion, while excluding the identity solution. To achieve this, the CNN must estimate the 𝑗th pixel

𝑦 𝑗 of the noisy image 𝑦 as a function of the other pixels 𝑦{ 𝑗}𝑐 , excluding the pixel itself. As long

as the noise degrades pixels independently, the network to learn a nontrivial denoising function

that exploits the relationships between pixels arising from the underlying clean image(s). The

resulting loss can be written as

Lblind-spot(y,𝜃 ) = E
[
(𝑓𝜃 (y{ 𝑗}𝑐 ) 𝑗 − y 𝑗 )2

]
. (4.4)

Here the expectation is over the data distribution and the selected pixel. This “blind spot” can
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be enforced through architecture design [68], or by masking [8, 66] (see also [110] and [141]

for related approaches). The blind-spot loss has a key property that makes it very powerful in

practical applications: it makes no assumption about the noise distribution beyond pixel-wise

independence. When combined with GainTuning it achieves effective denoising of real electron-

microscope data at very low SNRs (see Figure 4.2 and Section 4.5.4).

Stein’s Unbiased Risk Estimator (SURE). Let x be an 𝑁 -dimensional ground-truth random

vector x and let y := x + n be a corresponding noisy observation, where n ∼ N(0,𝜎2
𝑛I). SURE

provides an expression for the MSE between x and a denoised estimate 𝑓𝜃 (y), which only depends

on the noisy observation y:

E

[
1
𝑁

∥x − 𝑓𝜃 (y)∥2
]
= E

[
1
𝑁

∥y − 𝑓𝜃 (y)∥2 − 𝜎2 + 2𝜎2

𝑁

𝑁∑︁
𝑘=1

𝜕(𝑓𝜃 (y)𝑘)
𝜕y𝑘

]
:= LSURE(y,𝜃 ). (4.5)

The last term in Equation 4.5 is the divergence of 𝑓𝜃 , which can be approximated using Monte

Carlo techniques [112] (Section C.3). The divergence is the sum of the partial derivatives of each

denoised pixel with respect to the corresponding input pixel. Intuitively, penalizing it forces the

denoiser to not rely as heavily on the 𝑗th noisy pixel to estimate the 𝑗th clean pixel. This is similar

to the blind-spot strategy, with the added benefit that the 𝑗th noisy pixel is not ignored completely.

To further illustrate this connection, consider a linear convolutional denoising function 𝑓𝜃 (y) =

𝜃 ⊛ y, where the center-indexed parameter vector is 𝜃 = [𝜃−𝑘 ,𝜃−𝑘+1, . . . ,𝜃0, . . . ,𝜃𝑘−1,𝜃𝑘]. The

SURE cost function (Equation 4.5) reduces to

En

[
1
𝑁

∥y − 𝜃 ⊛ y∥2
]
− 𝜎2 + 2𝜎2𝜃0 (4.6)

The SURE loss equals the MSE between the denoised output and the noisy image, with a penalty

on the “self” pixel. As this penalty is increased, the self pixel will be ignored, so the loss tends

towards the blind-spot cost function. When integrated into the GainTuning framework, the SURE
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loss is limited to additive Gaussian noise, for which it outperforms the blind-spot loss. Extensions

of SURE to many other stochastic observation models have been developed [113], and may offer

alternative objectives for GainTuning.

Noise Resampling. Ref. [133] introduced a novel procedure for adaptation which we call noise

resampling. Given a pre-trained denoiser 𝑓𝜃 and a test image y, first one obtains an initial denoised

image by applying 𝑓𝜃 to y, x̂ := 𝑓𝜃pre-trained (y). This denoised image is then artificially corrupted x̂

by simulating noise from the same distribution as the data of interest to create synthetic noisy

examples. Finally, the denoiser is fine-tuned by minimizing the MSE between x̂ and the synthetic

examples. If we assume additive noise, the resulting loss is of the form

Lnoise resampling(y,𝜃 ) = E𝑛
[
∥(𝑓𝜃 (x̂ + n) − x̂∥2

]
. (4.7)

Noise resampling is reminiscent of Refs. [99, 142], which add noise to an already noisy image.

When integrated in the GainTuning framework, we find the noise-resampling loss results in ef-

fective denoising in the case of additive Gaussian noise, although it generally underperforms the

SURE loss.

4.5 Experiments and Results

We performed three different types of experiment to evaluate the performance of GainTuning

In-distribution (test examples held out from the training set); out-of-distribution noise (noise

level or distribution of test examples differs from training set); and out-of-distribution signal

(test images differ in features or context from the training set). We also apply GainTuning to real

data from a transmission electron microscope.

Our experiments make use of four datasets: The BSD400 natural image database [87] with

test sets Set12 and Set68 [150], the Urban100 images of urban environments [53], the IUPR dataset
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Model Set12 BSD68

𝜎 = 30 40 50 30 40 50
G
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nT
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in
g

DnCNN Pre-trained 29.52 28.21 27.19 28.39 27.16 26.27
GainTuning 29.62 28.30 27.29 28.47 27.23 26.33

UNet Pre-trained 29.34 28.05 27.05 28.27 27.05 26.15
GainTuning 29.46 28.15 27.13 28.34 27.12 26.22

Ba
se
lin

e

LIDIA Pre-trained 29.46 27.95 26.58 28.24 26.91 25.74
Adapted 29.50 28.10 26.95 28.23 26.97 26.02

Self2Self 29.21 27.80 26.58 27.83 26.67 25.73
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Figure 4.3: GainTuning achieves state-of-the-art performance. (Left) The average PSNR on two
test set of generic natural images improves after GainTuning using SURE loss function for different archi-
tectures across multiple noise levels. The CNNs are trained on generic natural images (MartinFTM01).
(Right) Histograms of improvement in PSNR achieved by DnCNN over test images from Set12 (top)
and BSD68 (bottom) at 𝜎 = 30.

of scanned documents [17], and a set of synthetic piecewise constant images [73] (see Section C.1).

We demonstrate the broad applicability of GainTuning by using it in conjunction with multiple

architectures for image denoising: DnCNN [150], BFCNN [96], UNet [116] and Blind-spot

net [68] (see Section A.1 and Section B.1.3). Finally, we compare our results to several bench-

marks: (1) models trained on the training database, (2) CNN models adapted by fine-tuning all

parameters (as opposed to just the gains), (3) a model trained only on the test data, (4) LIDIA, a

specialized architecture and adaptation strategy proposed in [133]. We provide details on training

and optimization in Section C.2.

4.5.1 GainTuning surpasses state-of-the-art performance for

in-distribution data

Experimental set-up. We use [87], a standard natural-image benchmark, corrupted with Gaus-

sian white noise with standard deviation 𝜎 sampled uniformly from [0, 55] (relative to pixel in-

tensity range [0, 255]). Following [150], we evaluate performance on two independent test sets:

Set12 and BSD68, corrupted with Gaussian noise with 𝜎 ∈ {30, 40, 50}.

Comparison to pre-trained CNNs. GainTuning consistently improves the performance of pre-
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trained CNNmodels. Figure 4.3 shows this for two differentmodels, DnCNN [150] and UNet [116]

(see also Section C.5.1). The SURE loss outperforms the blind-spot loss, and is slightly better than

noise resampling (Table C.6). The same holds for other architectures, as reported in Section C.5.1.

On average the improvement is modest, but for some images it is quite substantial (up to 0.3 dB

in PSNR for 𝜎 = 30, see histogram in Figure 4.3).

Comparison to other baselines. GainTuning outperforms fine-tuning based on optimizing all

the parameters for different architectures and loss functions (see Section C.4). GainTuning clearly

outperforms a Self2Self model, which is trained exclusively on the test data (Figure 4.3). It also

outperforms the specialized architecture and adaptation process introduced in [133], with a larger

gap in performance for higher noise levels.

4.5.2 GainTuning generalizes to new noise distributions

Experimental set-up. The same set-up as Section 4.5.1 is used, except that the test sets are

corrupted with Gaussian noise with 𝜎 ∈ {70, 80} (both beyond the training range of 𝜎 ∈ [0, 55]).

Comparison to pre-trained CNNs. Pre-trained CNN denoisers fail to generalize in this setting.

GainTuning consistently improves their performance (see Figure 4.4).

The SURE loss again outperforms the blind-spot loss, and is slightly better than noise resam-

pling (see Section C.5.2). The same holds for other architectures, as reported in Section C.5.2. The

improvement in performance for all images is substantial (up to 12 dB in PSNR for 𝜎 = 80, see

histogram in Figure 4.4).

Comparison to other baselines. GainTuning achieves comparable performance to a gold-

standard CNN trained with supervision at all noise levels (Figure 4.4). GainTuning matches the

performance of a bias-free CNN [96] specifically designed to generalize to out-of-distribution

noise (Figure 4.4). GainTuning outperforms fine-tuning based on optimizing all the parameters

for different architectures and loss functions (see Section C.4). GainTuning clearly outperforms

a Self2Self model trained exclusively on the test data (Section C.5.2), and the LIDIA adaptation

49



Out-of-distribution test noise

Test set 𝜎
Trained on 𝜎 ∈ [0, 55] Bias Free

Model [96]
Trained on
𝜎 ∈ [0, 100]Pre-trained Gaintuning

Set12 70 22.45 25.54 25.59 25.50
80 18.48 24.57 24.94 24.88

BSD68 70 22.15 24.89 24.87 24.88
80 18.72 24.14 24.38 24.36
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Figure 4.4: GainTuning generalizes to out-of-distribution data. Average performance of a CNN
trained to denoise at noise levels 𝜎 ∈ [0, 55] improves significantly on test image with noise outside the
training range, 𝜎 = 70, 80 (top) and on images with different characteristics than training data (bottom)
after GainTuning. Capability of GainTuning to generalize to out-of-distribution noise is comparable to
that of Bias-Free CNN [96], which is an architecture explicitly designed to generalize to noise levels
outside the training range, and to that of a denoiser trained with supervision at all noise levels. (Right)
Histogram showing improvement in performance for each image in the test set. The improvement is
substantial across most images, reaching nearly 12dB improvement in one example. For these examples,
the denoiser was DnCNN (with additive bias terms) and the GainTuning loss function was SURE. See
Section C.5.2 for experiments with other CNN architectures and loss functions.

method [133].

Gaussian to Poisson generalization: Section C.5.2 and Figure C.4 show that GainTuning can

effectively adapt a CNN pre-trained for Gaussian noise removal to restore images corrupted with

Poisson noise as well.

4.5.3 GainTuning generalizes to out-of-distribution image content

Experimental set-up. We evaluate the performance of GainTuning on test images that have

different characteristics from the training images. We perform the following controlled experi-

ments:

(a) Simulated piecewise constant images→Natural images. We pre-train CNN denoisers
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on simulated piecewise constant images. These images consists of constant regions (of differ-

ent intensities values) with the boundaries having varied shapes such as circle and lines with

different orientations (see Section C.1 for some examples). Piecewise constant images provide

a crude model for natural images [73, 88, 105]. We use GainTuning to adapt a CNN trained

on this dataset to generic natural images (Set12). This experiment demonstrates the ability

of GainTuning to adapt from a simple simulated dataset to a significantly more complex real

dataset.

(b) Generic natural images → Images with high self-similarity. We apply GainTuning

to adapt a CNN trained on generic natural images to images in Urban100 dataset. Urban100

consists of images of buildings and other structures typically found in an urban setting, which

contain substantially more repeating/periodic structure (see Section C.1) than generic natural

images.

(c) Generic natural images → Images of scanned documents. We apply GainTuning to

adapt a CNN trained on generic natural images to images of scanned documents in IUPR dataset

(see Section C.1).

All CNNs were trained for denoising Gaussian white noise with standard deviation 𝜎 ∈ [0, 55]

and evaluated at 𝜎 = 30.

Comparison to pre-trained CNNs. GainTuning consistently improves the performance of pre-

trained CNNs in all the three experiments. Figure 4.4 shows this for DnCNN when GainTuning

is based on SURE loss. We obtain similar results with other architectures (see Section C.5.3).

In experiment (a), all test images show substantial improvements over the pre-trained results

(average increase of roughly 1.3dB, and best case more than 3 dB, at 𝜎 = 30). We observe similar

trends for experiments (b) and (c) as well, with improvements being better on an average for

experiment (c). Note that we obtain similar performance increases when both image and noise

are out-of-distribution as discussed in Section C.5.4.
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Comparison to other baselines. In experiment (a), GainTuning outperforms methods that

optimize all parameters over different architectures and loss functions (Section C.4). However,

Self2Self trained only on test data outperforms GainTuningin this case, because the test im-

ages contain content that differs substantially from the training images. Self2Self provides the

strongest form of adaptation, since it is trained exclusively on the test image, whereas the denois-

ing properties of GainTuning are partially due to the pretraining (see Sections 4.7, C.5.3). We did

not evaluate LIDIA [133] for this experiment. For experiments (b) and (c), training all parameters

clearly outperforms GainTuning for case (b), but has similar performance for (c). GainTuning out-

performs LIDIA on experiments (b) and (c). Self2Self trained exclusively on test data outperforms

GainTuning (and LIDIA) on (b) and (c) (see Sections 4.7, C.5.3).

4.5.4 Application to Electron microscopy

Scientificmotivation. Transmission electronmicroscopy (TEM) is a popular imaging technique

in materials science [122, 128]. Recent advancements in TEM enable to image at high frame

rates [37, 38]. These images can for example capture the dynamic, atomic-level rearrangements

of catalytic systems [24, 45, 69, 75, 125], which is critical to advance our understanding of func-

tional materials. Acquiring image series at such high temporal resolution produces data severely

degraded by shot noise. Consequently, there is an acute need for denoising in this domain.

The need for adaptive denoising. Ground-truth images are not available in TEM, because

measuring at high SNR is often impossible. Prior work has addressed this by using simulated

training data (see Chapter 5) [95, 135], whereas others have trained CNNs directly on noisy real

data (Chapter 3) [119].

Dataset. We use the training set of 5583 simulated images and the test set of 40 real TEM images

from [95, 135]. The data correspond to a catalytic platinum nanoparticle on a CeO2 support (Sec-

tion 5.4)).

Comparison to pre-trained CNN. A CNN [68] pre-trained on the simulated data fails to re-

52



construct the pattern of atoms faithfully (green box in Figure 4.2 (c), (e)). GainTuning applied to

this CNN using the blind-spot loss correctly recovers this pattern (green box in Figure 4.2 (d), (e))

reconstructing the small oxygen atoms in the CeO2 support. GainTuning with noise resampling

failed to reproduce the support pattern (probably because it is absent from the initial denoised

estimate) (see Ref. [94]).

Comparison to other baselines. GainTuning clearly outperforms Self2Self, which is trained

exclusively on the real data. The denoised image from Self2Self shows missing atoms and sub-

stantial artefacts (see Figure 4.2). We also compare GainTuning dataset to blind-spot methods

using the 40 test frames [68, 119]. GainTuning clearly outperforms these methods. Finally, Gain-

Tuning outperforms fine-tuning based on optimizing all the parameters, which overfits heavily

(see Section C.4).

4.6 Analysis

In this section, we perform a qualitative analysis of the properties of GainTuning.

Which images benefit most from GainTuning adaptation? Figure 4.5 shows the images in

the different test datasets for which GainTuning achieves the most and the least improvement in

PSNR. The result is quite consistent over multiple architectures: the improvement in performance

achieved by GainTuning is larger if the test image contains highly repetitive patterns. This makes

intuitive sense; the repetitions effectively provide multiple examples from which to learn these

patterns during the unsupervised refinement.

Generalization via GainTuning. We investigate the generalization capability of GainTuning.

We observe that a CNN adapted to a particular image via GainTuning generalizes effectively to

other similar images. Figure 4.6 shows that GainTuning can achieve generalization to images

that are similar to the test image used for adaptation on two examples: (1) adapting a network

to an image of a scanned document generalizes to other scanned documents, and (2) adapting
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Figure 4.5: What kind of images benefit the most from adaptive denoising? We visualize the
images which achieve the top 6 and bottom 6 (left top to the right bottom of each grid) improvement
in performance (in PSNR) after performing GainTuningİmages with the largest improvement in perfor-
mance often have highly repetitive patterns or large regions with constant intensity. Images with least
improvement in performance tend to have more heterogeneous structure. Note that, in general, the dis-
tribution of improvements in performance is often skewed towards the images with lowest improvement
in performance (See Figures 4.3, 4.4, and 4.8).
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(a) Dataset of
scanned documents

(b) Natural images with
out-of-distribution noise

(c) Equivalent bias before
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0 1 2 3 4
Gaintuned on

0

1

2

3

4

Te
st

ed
 o

n
1.16 0.83 0.84 0.89 0.96

0.95 1.10 0.50 0.98 0.80

0.72 0.27 1.08 0.36 0.73

0.99 1.02 0.55 1.07 0.87

1.01 0.68 0.88 0.79 1.05

0 1 2 3 4
Gaintuned on

0

1

2

3

4

Te
st

ed
 o

n

8.37 8.49 8.41 8.33 8.34

7.70 7.96 7.91 7.74 7.81

6.42 6.61 6.63 6.50 6.57

6.31 6.45 6.50 6.45 6.49

6.02 6.12 6.17 6.09 6.17

0 20 40 60 80 100
noise level

0
25
50
75

100
125
150
175
200

no
rm

 o
f b

ia
s

pre-trained
after gaintuning
pre-trained noise

Figure 4.6: Analysis of GainTuning. GainTuning can achieve generalization to images that are
similar to the test image used for adaptation. We show this through two examples: (a) adapting a
network to an image of a scanned document generalizes to other scanned documents, and (b) adapting
a a network to an image with out-of-distribution noise generalizes to other images with similar noise
statistics. The (𝑖 , 𝑗)th entry of the matrix in (a) and (b) represents the improvement in performance
(measured in PNSR) when a CNN GainTuned on image 𝑗 is used to denoise image 𝑖. We use 5 images
with the largest improvement in performance across the dataset for (a) and (b). Finally, (c) shows that
generalization to noise levels outside the training range is enabled by reducing the equivalent bias of the
pre-trained CNN (see equation (2.1)).

a a network to an image with out-of-distribution noise generalizes to other images with similar

noise statistics.

HowdoesGainTuning adapt to out-of-distributionnoise? Generalization to out-of-distribution

noise provides a unique opportunity to understand howGainTuningmodifies the denoising func-

tion. Section 2.5 shows that the first-order Taylor approximation of denoising CNNs trained on

multiple noise levels tend to have a negligible constant term, and that the growth of this term is

the primary culprit for the failure of these models when tested on new noise levels. GainTuning

reduces the amplitude of this constant term, facilitating generalization.

Let𝑦 ∈ R𝑁 be a noisy image processed by a CNN. Using the first-order Taylor approximation,

the function 𝑓 : R𝑁 → R𝑁 computed by a denoising CNNmay be expressed as an affine function

𝑓 (𝑧) = 𝑓 (𝑦) +𝐴𝑦 (𝑧 − 𝑦) = 𝐴𝑦𝑧 + 𝑏𝑦 , (4.8)

where 𝐴𝑦 ∈ R𝑁×𝑁 is the Jacobian of 𝑓 (·) evaluated at input 𝑦, and 𝑏𝑦 ∈ R𝑁 represents the net

55



(a) Noisy image (b) Trained on piecewise constant (c) After GainTuning on (b) (d) Difference b/w (b) and (c)

Noisy Before GT Filter bef. After GT Filter af. Noisy Before GT Filter bef After GT Filter af.

Figure 4.7: Adaptation to new image content. (Top) A Bias-free CNN [96] pre-trained on piecewise
constant images applied to a natural test image (a) oversmooths the image and blurs the details (b),
but is able to recover more detail after applying GainTuning using SURE loss function (c). (Bottom)
The CNN estimates a denoised pixel (colored pixel at the center of each image) as a linear combination
of the noisy input pixels. The weighting functions (filters) of pre-trained CNN are dispersed, consistent
with the training set. However, after GainTuning, the weighting functions are more precisely targeted
to the local features, resulting in better recovery of details in the denoised image (c).

bias. In [96], it was shown that the bias tends to be small for CNNs trained to denoise natural

images corrupted by additive Gaussian noise, but is a primary cause of failures to generalize to

noise levels not encountered during training. Figure 4.6 shows that GainTuning reduces the net

bias of CNN, facilitating the generalization to new noise levels.

How does GainTuning adapt to out-of-distribution images? In order to understand how

GainTuning adapt to out-of-distribution images, we examine the adaptation of a CNN pre-trained

on piecewise constant to natural images. Piecewise constant images have large areas with con-

stant intensities, therefore, CNNs trained on these images tends to average over large areas. This

is true even when the test image contains detailed structures. We verify this by forming the

affine approximation of the network (eq. 4.8) and visualizing the equivalent linear filter [96], as
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explained below:

Let 𝑦 ∈ R𝑁 be a noisy image processed by a CNN. We process the test image using a Bias-

Free CNN [96] so that the net bias 𝑏𝑦 is zero in its first-order Taylor decomposition (4.8). When

𝑏𝑦 = 0, (4.8) implies that the 𝑖th pixel of the output image is computed as an inner product between

the 𝑖th row of 𝐴𝑦 , denoted 𝑎𝑦 (𝑖), and the input image:

𝑓 (𝑦) (𝑖) =
𝑁∑︁
𝑗=1

𝐴𝑦 (𝑖 , 𝑗)𝑦 ( 𝑗) = 𝑎𝑦 (𝑖)𝑇𝑦. (4.9)

The vectors 𝑎𝑦 (𝑖) can be interpreted as adaptive filters that produce an estimate of the denoised

pixel via a weighted average of noisy pixels. As shown in Figure 4.7 the denoised output of CNN

pre-trained on piece wise constant images is over-smoothed and the filters average over larger

areas. After GainTuning the model learns to preserve the fine features much better, which is

reflected in the equivalent filters.

4.7 Limitations

As shown in Section 4.5, GainTuning improves the state of the art on benchmark datasets,

adapts well to out-of-distribution noise and image content, and outperforms all existing methods

on an application to real world electron-microscope data. A crucial component in the success of

GainTuning is restricting the parameters that are optimized at test time. However, this constraint

also limits the potential improvement in performance one can achieve, as seen when fine-tuning

for test images from the Urban100 and IUPR datasets, each of which contain many images with

highly repetitive structure. In these cases, we observe that fine-tuning all parameters, and even

training only on the test data using Self2Self can outperformGainTuning. This raises the question

of how to effectively leverage training datasets for such images.

In addition, when the pre-trained denoiser is highly optimized, and the test image is within
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Figure 4.8: Distribution of PSNR improvement on in-distribution test set. Distribution of im-
provement on BSD68 dataset at noise levels 𝜎 = {30, 40, 50} (in-distribution). When the network is well
optimized, and the test image is in-distribution, GainTuning can sometimes degrade the performance
of the network. This degradation is atypical (in this figure, there are only 3 occurrences of degradation
out of 408 experiments), and very small (in this figure, the maximum degradation is 0.022)
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distribution, GainTuning occasionally causes a slight degradation of performance. This is atypical

(3 occurrences in 412 GainTuning experiments using DnCNN and SURE), and the decreases are

quite small (maximum PSNR degradation of about 0.02dB, compared to maximum improvement

of nearly 12dB; see Figure 4.8).

4.8 Conclusions

We’ve introduced GainTuning an adaptive denoising methodology for adaptively fine-tuning

a pre-trained CNN denoiser on individual test images. Themethod, which is general enough to be

used with any denoising CNN, improves the performance of state-of-the-art CNNs on standard

denoising benchmarks, and provides even more substantial improvements when the test data

differ systematically from the training data, either in noise level, noise type, or image type. We

demonstrate the potential of adaptive denoising in scientific imaging through an application to

electron microscopy. Here, GainTuning is able to jointly exploit synthetic data and test-time

adaptation to reconstruct meaningful structure (the atomic configuration of a nanoparticle and

its support), which cannot be recovered through alternative approaches. A concrete challenge

for future research is to combine the unsupervised denoising strategy of Self2Self, which relies

heavily on dropout and ensembling, with pre-trained models. More generally, it is of interest to

explore whether GainTuning can provide benefits for other image-processing tasks.
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5 | Application to electron microscopy

data

This chapter is adapted from the papers "Deep Denoising for Scientific Discovery: A Case

Study in Electron Microscopy" published in Transactions of Computational Imaging [95], and

"Developing and Evaluating Deep Neural Network-based Denoising for Nanoparticle TEM Im-

ageswith Ultra-low Signal-to-Noise" published inMicroscopy andMicroanalysis, 2021 [135]. This

is a joint work with Ramon Manzorro, Joshua L. Vincent, Binh Tang, Dev Yashpal Sheth, Eero P.

Simoncelli, David S. Matteson, Peter A. Crozier, and Carlos Fernandez-Granda.

In Chapters 2 to 4, we developed learning based denoising strategies primarily focusing on

natural images. In this chapter, we will apply these techniques to a dataset containing images of

catalytic nanoparticles acquired through an electron microscope. In Chapter 3, we directly ap-

plied the unsupervised denoising technique to this dataset. We take a different approach in this

chapter - we first establish a baseline by creating a simulated dataset containing ground truth

labels to train networks with supervision. We show that such simulation based approach can

outperform unsupervised methods in extreme low data regime. The network used for GainTun-

ing experiments on the electron microscopy data in Chapter 4 is also developed in this chapter.

Further, we use the analysis tools developed in Chapter 2 to understand why certain network

architectures that achieve state-of-the-art performance on natural images fail to perform well on

this dataset. Guided by this analysis, we propose a modified network architecture which achieves

60



state-of-the-art performance.

abstract

Denoising is a fundamental challenge in scientific imaging. Deep convolutional neural net-

works (CNNs) provide the current state of the art in denoising natural images, where they pro-

duce impressive results. However, their potential has been inadequately explored in the context

of scientific imaging. Denoising CNNs are typically trained on real natural images artificially cor-

rupted with simulated noise. In contrast, in scientific applications, noiseless ground-truth images

are usually not available. To address this issue, we propose a simulation-based denoising (SBD)

framework, in which CNNs are trained on simulated images. We test the framework on data

obtained from transmission electron microscopy (TEM), an imaging technique with widespread

applications in material science, biology, and medicine. SBD outperforms existing techniques by

a wide margin on a simulated benchmark dataset, as well as on real data. We analyze the gener-

alization capability of SBD, demonstrating that the trained networks are robust to variations in

imaging parameters and of the underlying signal structure. Our results reveal that state-of-the-art

architectures for denoising photographic images may not be well adapted to scientific-imaging

data. For instance, substantially increasing their field-of-view dramatically improves their perfor-

mance on TEM images acquired at low signal-to-noise ratios. We also demonstrate that standard

performance metrics for photographs (such as PSNR and SSIM) may fail to produce scientifically

meaningful evaluation. We propose several metrics to remedy this issue for the case of atomic

resolution electron microscope images. In addition, we propose a technique, based on likelihood

computations, to visualize the agreement between the structure of the denoised images and the

observed data. Finally, we release a publicly available benchmark dataset of TEM images, con-

taining 18, 000 examples.
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5.1 Overview

Imaging technology is an essential tool in many scientific domains. Electron microscopy en-

ables the visualization of atomic structures [156], fluorescence microscopy makes it possible to

study cellular processes [77], and telescopes reveal galaxies and other astronomical objects that

are light years away [89]. In all these modalities, images are corrupted by noise associated with

stochastic processes occurring during signal generation and detection, degrading the information

content of the image data. The general goal of denoising is to estimate and restore the informa-

tion missing from these noisy observations, thus facilitating the extraction of useful scientific

information.

In the past decade, convolutional neural networks (CNNs) [72] have achieved state-of-the-art

performance in image denoising [21, 150]. However, the potential of this methodology has barely

been explored in the context of scientific imaging. In the vast majority of the existing work, noisy

data are generated by adding Gaussian noise to clean photographs. The CNNs are then trained

to approximate the ground-truth images from these measurements, usually by minimizing mean

squared error [150]. Unfortunately, this paradigm is not adequate for most scientific domains,

where large, labeled datasets of ground-truth clean data are typically not available. To address

this issue, we propose a simulation-based denoising (SBD) framework, in which CNNs are trained

on simulated images. We validate our methodology through a case study in transmission electron

microscopy.

Transmission electron microscopy (TEM) is a powerful and versatile characterization tech-

nique used to probe the atomic-level structure and composition of a wide range of materials,

such as catalysts or semiconductors [122, 128]. The technique has had a huge impact in structural

biology, as recognized with the award of the 2017 Nobel Prize in Chemistry [3]. Recent advance-

ments in direct electron detection systems enable experimentalists to image dynamic events at

frame rates in the kilohertz range [37, 38]. Imaging at these time scales is critical to advance our
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Figure 5.1: Denoising results for real data. (a) An experimentally-acquired atomic-resolution trans-
mission electron microscope image of a CeO2-supported Pt nanoparticle. A description of the exper-
imental data acquisition is given in Section 5.4. The average image intensity is 0.45 electrons/pixel
(i.e., a large fraction of pixels register zero electrons), which results in an extremely low signal-to-noise
ratio. (b) Denoised image obtained via Fourier-based filtering by a domain expert. (c) Denoised image
obtained via the wavelet-based PURE-LET method [82]. (d) Denoised image obtained by the proposed
simulation-based denoising (SBD) framework. (e) Likelihood map quantifying to what extent the atomic
structure identified from the SBD denoised image is consistent with the data (see Section 5.3). Regions
in red are more likely to correspond to atomic columns in the nanoparticle. Regions in blue are more
likely to belong to the vacuum.
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understanding of functional materials. In catalytic systems, for example, the chemical transfor-

mation process is accompanied by dynamic, atomic-level structural rearrangements which may

occur over a time scale spanning tens of milliseconds [24, 45, 69, 75, 125]. Acquiring image series

at such high temporal resolution necessarily produces datasets that are severely degraded by shot

noise, rendering traditional imaging processing approaches ineffective. It is typically not feasi-

ble to reduce the noise content by increasing the intensity of the incident electron beam, since

the high-energy beam can also damage the material when exposed to high doses. Consequently,

there is an acute need for novel denoising technology in this domain.

In order to apply the proposed SBD framework to TEM data, we generate a large simulated

dataset of TEM images, containing 18,000 examples, and use it to train CNNs for noise removal.

This approach outperforms existing techniques by a wide margin on held-out simulated data, as

well as on real TEM measurements (see Figures 5.1, 5.9 and 5.13 and Sections 5.5.2 and 5.5.4). We

perform a thorough analysis of the generalization capability of our models, demonstrating that

the CNNs are robust to variations of imaging parameters and of underlying signal structure. Our

results indicate that architectures optimized for natural photographic images may have funda-

mental shortcomings when applied to domain-specific data. For instance, we show that substan-

tially increasing the field-of-view of denoising CNNs has almost no effect on photographs, but

produces a significant boost in performance for TEM images. We also demonstrate that standard

performance metrics for photographs, such as peak signal-to-noise ratio (PSNR) and structural

similarity index (SSIM) [138], often fail to produce a scientifically-meaningful evaluation of the

denoising results. For example, the presence or absence of a single atomic column often results in

a negligible change in these metrics. This is highly problematic, because detecting these columns

is one of the main motivations for our case study. To remedy this issue, we propose several

scientifically-motivated metrics to evaluate our results (see Section 5.5.3). In addition, we pro-

pose a likelihood-based visualization of the agreement between the observed measurements and

structures of interest (such as atomic columns) in the denoised image. This visualization can be
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used to flag denoising artefacts, which may be mistaken for scientifically-relevant structure (see

Figure 5.5). Finally, to encourage further development of deep-learning methodologies for scien-

tific imaging, we have made our benchmark dataset of TEM images publicly available online1.

More details on applying the proposed methodology to TEM data, and domain-specific insights

derived from the denoised images are described in Ref. [135].

5.2 Related work

Denoising in scientific imaging

A wide variety of denoising methods have been applied across different scientific imaging

modalities, including traditional linear filters [101], nonlinear filters [57, 92, 131], wavelet-based

methods [19, 90, 107, 155], and sparsity-based approaches [9, 90]. Deep convolutional networks

have been shown to outperform all of these approaches in photographic images [21, 150]. The

rapidly growing literature on this methodology focuses almost exclusively on photographic im-

ages. We are aware of only a few very recent exceptions. In the medical domain, CNN-based

denoising has been applied to low-dose computer tomography [61], positron-emission tomogra-

phy [43] and scintillation-camera data [93]. Refs. [40, 134] apply CNNs to denoise simulated elec-

tron microscopy data, without validating on real data. Ref.[32] train CNN to denoise by adding

synthetic noise on high-quality electron micrograph data. Ref. [86] trains CNNs to denoise Ra-

man scattering microscopy data, using measurements gathered at a higher signal-to-noise ratio

(SNR) as ground-truth images. These results showcase the potential of deep denoising for scien-

tific imaging, but also the challenge of gathering adequate datasets to train the deep networks. In

this work, we propose to address this challenge by training denoising CNNs on carefully-designed

simulated datasets, and validate our approach on experimental measurements.
1https://sreyas-mohan.github.io/electron-microscopy-denoising/
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Unsupervised denoising

Unsupervised denoising is a promising approach for applications where ground-truth images are

not available. Unsupervised methods based on wavelets have achieved performance comparable

to their supervised counterparts on photographic images [49, 81, 115].

Noise2Noise [74], a deep-learning approach that requires access to pairs of noisy images corre-

sponding to the same underlying signal, has been applied to cryo-electron microscopy [15]. More

recent methods can be trained directly on noisy images [8, 66, 68]. Several recent works apply

this approach to fluorescence microscopy data [59, 67, 108, 152]. In the case of our TEM data,

standard unsupervised methods do not perform as well as the proposed supervised approach (see

Section 5.5.4.1). This is possibly due to the limited number of training data (see Figure 5.15) and

to the low input SNR. The SNR of our TEM data (around 3 dB) is orders of magnitude lower than

that reported in typical unsupervised denoising works (e.g. around 27 dB for [152]).

Deep Learning for TEM

Deep CNNs have been applied to other image-processing tasks in TEM beyond denoising,

see Ref. [33] for a comprehensive review. Ref. [126] proposes a CNN-based method for TEM im-

age super-resolution, wherein CNNs are trained on pairs of low-resolution and high-resolution

images acquired experimentally. Ref. [51] applies CNNs to perform segmentation and system-

atically studies the influence of the design of the training dataset and network architecture on

the generalization capabilities of these models. In this work, we provide a similar analysis for

denoising. Refs. [83] and [111] propose a CNN-based method to identify structures of interest in

TEM images. They train on carefully designed simulated data and show that the model general-

izes to real data. Our work provides further evidence that CNNs trained on simulated data can

generalize effectively to real measurements.
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Figure 5.2: Simulation-based denoising framework. (Top) A training dataset is generated by
simulating TEM images of different structures at varying imaging conditions. Here we focus on structures
of Pt nanoparticles supported on CeO2. (Middle) A CNN is trained using the simulated images, paired
with noisy counterparts obtained by simulating the relevant noise process. (Bottom) The trained CNN
is applied to real data to yield a denoised image. After analyzing the image to extract structures of
interest, a likelihood map is generated to quantify the agreement between this structure and the noisy
data.
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5.3 Methodology

5.3.1 Simulation-based denoising

Current state-of-the-art deep-learning techniques for denoising photographic images require

a training set of ground-truth images [150]. Typically these clean images are corrupted with

additive Gaussian noise, and the CNNs are trained to minimize the mean squared error between

the network output and the original images. The main obstacle to leveraging this approach in

scientific imaging is the lack of ground-truth data; in many applications there is no such thing as

a clean image. We address this by using a dataset of simulated images to train the CNNs. We call

this framework simulation-based denoising (SBD).

Simulation-based denoising (SBD) consists of three stages: simulation of the training set,

training of the CNNs using the simulated data, and inference on the real data (see Figure 5.2

for an overview of the methodology). In order to generate the training set, we simulate clean

images 𝑥1, . . . , 𝑥𝑁 ∈ R𝑀 (where 𝑀 is the number of pixels) according to a predefined physical

model. These clean images are then corrupted using a noise model, which can follow a predefined

model or be learned from the data, to generate the simulated noisy data. We provide a detailed

account of howwe generate the simulated dataset for our case study in Sections 5.4 and D.1.1, and

of the noise model in Section 5.4.3. Let 𝑌 (𝑥𝑖) denote the random vector representing the noisy

image corresponding to the clean simulated image 𝑥𝑖 and let𝑦 (𝑥𝑖) represent a realization of𝑌 (𝑥𝑖).

We parameterize the denoising function as a CNN 𝑓𝜃 : R𝑀 → R𝑀 where the parameters 𝜃 are

the weights of the network. To find a good denoising function 𝑓𝜃 , we minimize a loss function

L : R𝑀 × R𝑀 → R which quantifies how close the estimate from the CNN 𝑓𝜃 (𝑦 (𝑥𝑖)) is to the

clean image 𝑥𝑖 . In our case study, we use mean squared error, which is a standard choice in CNN-

based denoising [150]. More concretely, during the training stage, we compute the parameters

68



by solving

𝜃 = argmin
𝜃
E

[
𝑁∑︁
𝑖=1

L(𝑓𝜃 (𝑌 (𝑥𝑖)),𝑥𝑖)
]
= argmin

𝜃
E

[
𝑁∑︁
𝑖=1

∥ 𝑓𝜃 (𝑌 (𝑥𝑖)) − 𝑥𝑖 ∥22

]
(5.1)

We perform minimization iteratively using a variant of stochastic gradient descent. We approxi-

mate the expectation in Equation 5.1 by sampling new realizations of the noisy image𝑌 (𝑥𝑖) every

timewe compute the gradient. Once the network is trained, it can be directly applied to new noisy

images to perform denoising.

A crucial difference between SBD and previous methodology for deep denoising is that the

training set needs to be explicitly designed. In order to ensure effective generalization to real data,

we must include sufficient variation of imaging parameters and image structure in the training

dataset. In addition, particular care is needed to enforce invariance to small changes in the geom-

etry of the image. Figure 5.3 shows that a denoising CNN can easily overfit the specific alignment

and scale of the training data. This issue can be addressed by augmenting the training set with

rotated and scaled versions of the simulated images. Determining how to optimally sample the

space of possible simulation parameters when generating data to train CNNs for denoising is an

important methodological question for future research.

5.3.2 Exploiting non-local signal structure

Images in scientific applications often have pixel-intensity distributions that differ signifi-

cantly from those of natural images. Our case study shows that it is crucial to take this into

account in order to achieve successful denoising. Current state-of-the-art networks for denoising

photographic images have very small fields of view. For example, the field of view ofDnCNN [150]

and DURR [151] are 41 × 41 pixels, and 45 × 45 pixels respectively. Unlike photographic images,

the TEM images in our case study exhibit very prominent global regularities, due to periodic-

ity in the atomic structure of the imaged materials. In addition, electron-microscopy images are
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Figure 5.3: Overfitting scaling and orientation. The plots show the performance of the proposed
network in PSNR for simulated images that have different scalings (on the left, measured in terms of
the corresponding pixel size in picometers) and orientations (on the right). The CNN was trained on
data augmented with rescaled and rotated images corresponding to the regions shaded in purple. When
tested out of those regions, the denoising performance deteriorates significantly. This shows that careful
data augmentation is required to ensure invariance to scaling and orientation.

often measured at very low SNRs (in our case, the SNR for the real TEM data is about 3 dB,

but most works for photographic images focus on an SNR above 22 dB, see e.g. [150]). As the

SNR decreases, denoising CNNs tend to average over larger regions of the surrounding pixels, as

demonstrated in Ref. [96] (qualitatively, this is the same behavior observed in a classical linear

Wiener filter [140]). These considerations motivate using networks with large field of view to

denoise TEM data.

Here we propose to denoise TEM data using deep networks with very large fields of view:

221 × 221 pixels and 893 × 893 pixels, a 25-fold and 400-fold increase with respect to generic

denoising architectures respectively. In order to obtain a large field of view efficiently (i.e. without

dramatically increasing the number of parameters in the network), we propose using a UNet

network architecture [116]. We use 4 downsampling operations to achieve the 221 × 221 field

of view and 6 downsampling operations to achieve the 893 × 893 field of view (see Section ??

for a detailed description of the architecture). Table 5.1 compares the influence of the field of

view in denoising photographic and TEM images. For photographic images the performance

of the network remains almost constant as we increase the field of view. In contrast, for TEM
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(a) TEM Images
Model Parameters FoV PSNR SSIM

SBD + DnCNN [150] 668K 41 × 41 30.47 ± 0.64 0.93 ± 0.01
SBD + Small UNet [151] 233K 45 × 45 30.87 ± 0.56 0.93 ± 0.01
SBD + UNet (32 base channels) 352K 221 × 221 36.39 ± 0.77 0.98 ± 0.01
SBD + UNet (64 base channels) 1.41M 221 × 221 37.24 ± 0.76 0.99 ± 0.01
SBD + UNet (128 base channels) 5.61M 221 × 221 38.05 ± 0.81 0.99 ± 0.01
SBD + UNet (128 base channels) 70.15M 893 × 893 42.87 ± 1.45 0.99 ± 0.01

(b) Photographic Images
Model Parameters FoV PSNR SSIM

𝜎 = 30 𝜎 = 70 𝜎 = 30 𝜎 = 70

UNet 102K 49 × 49 29.67 ± 2.84 26.16 ± 2.79 0.83 ± 0.06 0.70 ± 0.09
UNet 352K 221 × 221 29.65 ± 2.76 26.08 ± 2.68 0.83 ± 0.05 0.70 ± 0.08
UNet 4.4M 893 × 893 29.54 ± 2.82 26.07 ± 2.80 0.83 ± 0.06 0.70 ± 0.09

Table 5.1: Field of view of CNN architectures and performance. Mean PSNR and SSIM (±
standard deviation) of different CNN architectures on the (a) held-out simulated test set of TEM data
described in Section 5.5.2 and (b) validation set of the DIV2K photographic image dataset [1]. For TEM
images, increasing the field of view (FoV) of the UNet from 45×45 pixels to 221×221 produces a dramatic
increase of around 6 dB in PSNR, even if the number of parameters remains similar. Increasing the
number of parameters while keeping the field of view constant produces a modest gain in performance.
In contrast, changing the field of view has almost no effect on denoising photographic images. The
networks used for photographic images were trained on 512×512 patches extracted from training images
of DIV2K [1] corrupted with additive Gaussian noise with standard deviation 𝜎 ∈ [0, 100].
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images increasing the field of view produces a dramatic improvement in performance (6 dB and

10 dB, when the field of view is 221 × 221 and 893 × 893 respectively). Increasing the number of

parameters, while keeping the field of view constant, has a very modest effect, which suggests

that the increase in field of view is the primary reason for the improvement.

In order to gain some insight into the denoising mechanisms learned by our models, we apply

the gradient-based analysis proposed by Ref. [96]. We visualize the linear term in the first-order

Taylor decomposition of the denoising map with respect to its input for specific pixels. In more

detail, we compute the gradient of a pixel in the denoised image 𝑓 (𝑦)𝑖 with respect to the input

noisy image 𝑦. This vector (or image) ∇𝑦 (𝑓 (𝑦)𝑖), makes it possible to visualize the influence

of different regions of the noisy image on the denoised pixel 𝑓 (𝑦)𝑖 . This approach is similar

to visualization methods proposed in the context of image classification (e.g. [97, 121]). Our

analysis reveals that the network learns to simultaneously exploit local structure as well as non-

local periodicities in the data (see Figure 5.4). This demonstrates the remarkable flexibility of

data-driven denoising based on deep learning.

5.3.3 Likelihood maps

In most applied domains, the goal of denoising is to uncover image structure of scientific

interest. In our case study, this corresponds to the location and intensity of projected columns

of atoms in a catalytic nanoparticle that is surrounded by a vacuum. Quantifying to what extent

such structure is consistent with the observed measurements is therefore of great interest. We

propose to achieve this by computing the likelihood of the datawith respect to meaningful features

identified in the denoised image. The general procedure, and its implementation in the case of our

case study, are as follows:

1. Identify a region of interest R. In our case study, this would correspond to an atomic column,

located for example via blob detection [79], or to the vacuum.

72



(a) Noisy (b) Denoised (c) Denoised (zoomed) (d) Gradient

0.0004

0.0002

0.0000

0.0002

0.0004

0.0004

0.0002

0.0000

0.0002

0.0004

0.0004

0.0002

0.0000

0.0002

0.0004

0.0004

0.0002

0.0000

0.0002

0.0004

Figure 5.4: Gradient analysis of the learned denoising function on real data. (a) To compute
the red pixel in the denoised image (b), the proposed CNN can use noisy pixels in a neighbourhood of
up-to 893 × 893, of which a 300 × 300 area (red box) (c) is highlighted. The gradient of the denoised
pixel with respect to its input indicates what regions in the noisy image have a greater influence on
the estimate (according to a first-order Taylor approximation to the denoising map). The gradient (d)
weights nearby pixels more heavily, but also has significant magnitude at pixels located on different
atoms. This suggests that the CNN combines local and non-local information to estimate the pixel.
The colorbar is shared across all the images.
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Figure 5.5: Likelihood map. When the simulated noisy image in (a) is denoised using the proposed
framework (b), a spurious atom appears at the left edge of the nanoparticle (see zoomed image (d)).
The value of the likelihood map (c) at that location is very low, indicating that the presence of an atom
is less consistent with the observed data than its absence.

2. Fit a low-dimensional model to the denoised image within the region of interest. The low-

dimensional model provides an estimate of the image value 𝑥𝑖 at each pixel location 𝑖 ∈ R. In

our case, we assume that the intensity of each atomic column and the vacuum are constant,

so the estimate is obtained by averaging over all denoised pixels in R.

3. Compute the likelihood of the noisy data in R with respect to the estimated pixel values. In

our case, the noise is approximately independent and individually distributed (iid) Poisson (see

Section 5.4.3), so the likelihood is given by

L(R) :=
∏
𝑖∈R

𝑝𝑥𝑖 (𝑦𝑖), (5.2)

where𝑦𝑖 denotes the noisy value in the 𝑖th pixel, and 𝑝𝑥𝑖 is a Poisson probability mass function

(pmf) with rate parameter 𝑥𝑖 . Note that in the low-dimensional model, which assumes constant

intensities, 𝑥𝑖 is constant for all pixels in R.

This technique makes it possible to consider different hypotheses about the underlying image

structure and compare their agreement with the observed data. In our case study, we evaluate the

hypotheses that a detected atomic column is (1) truly there, or (2) an artefact introduced by the

denoising procedure. The likelihood under hypothesis (1) is computed as above. The likelihood
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Figure 5.6: Distribution of likelihood ratio. The figure shows the distribution of log-likelihood ratio
of over 25, 000 regions of interest computed from the surface of 1550 denoised images using the dataset
described in Section 5.5.3.2. The empirical distribution is visualized as a box plot indicating the median,
25𝑡ℎ quartile, 75𝑡ℎ quartile, minimum and maximum value of the distribution. The regions containing
spurious atoms (false positives, (a)) have a much lower log-likelihood ratio than the regions containing
accurately recovered atoms (true positives, (b)). Regions where existing atoms were not detected (false
negatives, (c)) have a higher log-likelihood ratio, comparable to that of the regions with accurately
recovered atoms. The occurrence of missing and spurious atoms in denoised images is relatively low:
out of the 25, 732 regions of interest, only 2, 457 and 2, 368 were false positives and false negatives
respectively.

under hypothesis (2) is computed by setting the estimate 𝑥𝑖 equal to the average intensity of the

noisy pixels identified as belonging to the vacuum region. To visualize the consistency of the two

hypotheses with the measured data, we plot the difference in their log likelihood for each region

of interest. This is equivalent to performing a log-likelihood ratio test. We call this visualization

a likelihood map.

Figures 5.1 and 5.5 show likelihood maps for the real data and for a simulated example. In the

simulated example (Figure 5.5), a spurious atom is detected at the left end of the zoomed region.

However, the likelihood map at that location is very low, which indicates that the presence of an

atom is not consistent with the observed data at that location. Figure 5.6 shows the distribution

of log-likelihood ratio of over 25, 000 regions of interest extracted from the surface of over 1, 550

denoised images obtained from the dataset described in Section 5.5.3.2. As shown in Figure 5.6,

the log-likelihood ratio values of spurious atoms (false postives, (a)) are much lower than those

of correctly-identified atoms (true positives, (c)). When the network fails to detects atoms (false
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negatives, (b)), we observe that the log-likelihood ratio in such regions tends to be high. It is worth

noting that the occurrence of spurious and missing atoms in the denoised images is relatively

low: out of the 25, 732 regions identified, only 2, 457 and 2, 368 regions correspond to spurious

and missing atoms respectively.

Visualizing the likelihood is useful to quantify the agreement between the output of deep-

learning models and the observed data, but it is important to note that the approach suffers from

sampling bias. We focus on regions of the input that have been selected because they resemble

structures of scientific interest. The data in those regions are therefore more likely to be in agree-

ment with the presence of such structures, just by the sheer fact that they have been selected.

This is a manifestation of the notorious multiple-comparisons problem [10, 11]. Overcoming this

issue is an important challenge for future research.

5.4 Dataset

The TEM image data used in this work correspond to images from a widely utilized catalytic

system, which consist of platinum (Pt) nanoparticles supported on a larger cerium (IV) oxide

(CeO2) nanoparticle. This bi-functional catalytic system is ubiquitously used in clean energy

conversion and environmental remediation applications, in addition to a broad range of other

chemical reactions [98, 102, 146]. From a general point of view, this system can be considered as

a model for supported nanoparticle catalysts, since a large number of heterogeneous catalysts are

based on metallic nanoparticles supported over different oxides. Thus, results and conclusions

extracted from the current work are relevant to a great number of similar samples in the field of

catalysis (e.g., oxide crystals supporting metal nanoparticles).
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5.4.1 Real Data

The real data used to test the proposed SBD framework consist of a series of images of the

Pt/CeO2 catalyst. The imageswere acquired in a N2 gas atmosphere using an aberration-corrected

FEI Titan transmission electron microscope (TEM), operated at 300 kV and coupled with a Gatan

K2 IS direct electron detector. The detector was operated in electron counting mode with a time

resolution of 0.025 sec/frame and an incident electron dose rate of 5,000 e−/Å2/s. The electro-

magnetic lens system of the microscope was tuned to achieve a highly coherent parallel beam

configuration with minimal low-order aberrations (e.g., astigmatism, coma), and a third-order

spherical aberration coefficient of approximately -13 𝜇m.

5.4.2 Simulation Dataset

The simulated TEM image dataset was generated using the multi-slice TEM image simulation

method, as implemented in the Dr. Probe software package [7] (see Section D.1.1 for more details

on the simulation process). Images were simulated with 1024 x 1024 pixels and then binned to

match the approximate pixel size of the experimentally acquired image series. To equate the

intensity range of the simulated images with those acquired experimentally, the intensities of

the simulated images were scaled by a factor which equalized the vacuum intensity in a single

simulation to the average intensity measured over a large area of the vacuum in a single 0.025

second experimental frame (i.e., 0.45 counts per pixel in the vacuum region).

In the type of phase-contrast TEM imaging performed in this work, multiple electron-optical

and specimen parameters can give rise to complex, non-linear modulations of the image contrast.

These parameters include the objective lens defocus, the specimen thickness, the orientation of

the specimen, and its crystallographic shape/structure. Various combinations of these parameters

may cause the contrast of atomic columns in the image to appear as black, white, or an interme-

diate mixture of the two (see, e.g., Figure D.1). When designing the simulated dataset for the
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(a) Mean Image (b) Histogram of Intensities (c) Variance & Mean

Figure 5.7: Analysis of the noise in the real data. The analysis shows that the noise is approximately
iid Poisson. (a) Pixel-wise mean over 40 frames of the real data described in Section 5.4. (b) Histogram
of noisy pixel intensities from highlighted regions in the image compared to a simulated Poisson distribu-
tion. (c) The plot of empirical mean and standard deviation of pixels approximately follows a line with
unit slope, as expected from iid Poisson samples (the spread is due to averaging over only 40 frames).

SBD framework, it is necessary to include images simulated under widely varied conditions, in

order to cover the breadth of possibilities which may arise during a typical experiment. A skilled

microscopist attempts to acquire images under conditions in which the image contrast can be

interpreted, which limits the overall size of the parameter space under consideration. However,

various instances of defocus, tilt, thickness, and shape/structure inevitably arise. To generate

our dataset we systematically varied these parameters to produce a large number of potential

combinations (approximately 18,000), as described in Sections D.1.2 and D.1.3.

5.4.3 Noise model

The TEM images were acquired on a direct electron detector operating in electron count-

ing mode. In such conditions, the electron dose rate per pixel is sufficiently low enough that

individual electron arrivals can be detected and registered. It is well known that the statistical

fluctuations of such counting processes for discrete events are governed by shot noise, which can

be modeled with a Poisson distribution [6]. We expect that other sources of noise, including fixed

pattern noise, dark noise, and thermal noise are minimal after applying a gain correction and a
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dark reference to the raw image, and by cooling the detector to -20 ◦C, respectively.

We empirically verified that the noise follows Poisson statistics through the analysis shown

in Figure 5.7. Our real dataset, described in Section 5.4.1 consists of 40 noisy frames acquired

sequentially across time in 0.025 sec intervals. Figure 5.7(a) shows the mean image over all 40

frames. The region of the image containing no material (red box) corresponds to the vacuum,

where the electron beam intensity is uniformly illuminating the detector. Fluctuations of the

intensity in this region therefore purely arise from the noise. We validate that the histogram of

these pixels aggregated over the identified spatial region closely follows a Poisson distribution

(Figure 5.7(b)). Pixels aggregated over spatial domains corresponding to the Pt atomic columns

(orange boxes) show similar behavior. Further, if the distribution is indeed Poisson, the mean and

variance of the noisy pixels should be approximately the same. The empirical mean and variance,

computed by averaging over the 40 time frames at every spatial location, follows a linear trend,

thus further confirming that the noise distribution has Poisson properties (Figure 5.7(c)). The

spread in the scatter plot is due to the limited number of time frames over which we average.

5.5 Experiments and Results

In this section, we evaluate the performance of our proposed methodology and show that we

outperform other methods by a large margin (more than 12 dB in PSNR on held-out simulated

data). We also perform a thorough analysis of the generalization capability of our models, demon-

strating that the CNNs are robust to variations in imaging parameters and in underlying signal

structure. Furthermore, we demonstrate that standard performance metrics for photographs,

such as peak signal-to-noise ratio (PSNR) and SSIM [138], may fail to produce a scientifically-

meaningful evaluation of the denoising results, and we propose a few alternative metrics to rem-

edy this. Finally, we show that our approach achieves effective denoising of real experimental

data.
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Figure 5.8: Generalization across different imaging parameters and signal structures. In order
to study the generalization ability of the proposed method we divided the simulated dataset described
in Section 5.4 into subsets, based on the atomic column contrast, the structure/size of the supported
Pt nanoparticle, and the defects of the Pt surface structure. The tables show the test PSNR for
networks trained and tested on different combinations of the subsets. (a) Networks trained on white
and intermediate contrast generalize well to all other contrasts. The network trained on black contrast
does not generalize as well. (b) Networks trained on a type of nanoparticle structure generalize well to
all other types. (c) Networks trained on one type of defect or no defects generalize well to different
types. Figures D.1, D.5, D.4 and D.2 show the effect of these parameters on the images.

Weuse CNNswith the proposed UNet architecturewith 128 base channels and 6 scales in all of

our experiments (see Sections 5.3.2 and ?? for more details). The networks were trained on 400×

400 patches extracted from the training images and augmented with horizontal flipping, vertical

flipping, random rotations between −45◦ and +45◦, and random resizing by a factor of 0.75-0.82.

The models were trained using the Adam optimizer [63], with a default starting learning rate of

10−3, which was reduced by a factor of 2 every time the validation PSNR plateaued. Training was

terminated via early stopping based on validation PSNR. The details of training, validation and

test data for each experiment are provided in the corresponding section. Since the models are

trained on 400 × 400 patches, when applying them to larger images we divide the images into

overlapping 400 × 400 patches, denoise them, and then combine them via averaging.
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5.5.1 Generalization to unseen structures and acqisition conditions

In order to study the generalization ability of the proposed approach across different imag-

ing parameters and signal structures we divided the simulated dataset described in Section 5.4

into different subsets. These subsets were classified based on (1) the character of the atomic col-

umn contrast, (2) the structure/size of the supported Pt nanoparticle, and (3) the defects of the Pt

surface structure. The contrast was classified into three divisions, black, intermediate, or white

contrast, by a domain expert (see Figure D.1 in the supplementary material). The nanoparticle

structure was classified into four categories, “PtNp1” through “PtNp4”. PtNp1 and PtNp2 corre-

spond to supported Pt nanoparticles of size 2 nm, which differ in the presence or absence of an

atomic column located at the interface between the Pt and the CeO2 support. PtNp3 corresponds

to a Pt nanoparticle 1 nm in size. PtNp4 corresponds to a Pt nanoparticle 3 nm in size. Finally, the

defects were divided into five categories: “D0”, “D1”, “D2”, “Dh”, and “Ds” in accordance with the

atomic-scale structural models presented in D.1.1 and in particular in Figure D.5. D0 is the initial

structure, D1/D2 a structure in which 1/2 atomic columns have been removed respectively, Dh a

structure in which a column has been reduced to half its original occupancy, and Ds a structure

in which a column has been reduced to a single atom. The generalization ability of the proposed

CNN was evaluated by systematically training on each of the subsets and testing on the rest. The

number of images in each subset was fixed to be equal in order to ensure a fair comparison.

The performance of SBD is robust to variations in imaging parameters and in the underlying

signal structure, as shown in Figure 5.8. We only observe a significant decrease in performance

when the network is trained on black-contrast images and tested on other contrasts (interestingly

the network generalizes well from white and intermediate contrasts to black contrasts).
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Methods PSNR SSIM

Raw 3.56 ± 0.03 0.00 ± 0.00
Low Pass Filter [101] 21.59 ± 0.07 0.44 ± 0.03
Adaptive Wiener Filter [78] 22.42 ± 1.08 0.63 ± 0.02
VST + NLM [13] 26.55 ± 0.16 0.73 ± 0.01
VST + BM3D [85] 25.27 ± 0.15 0.80 ± 0.01
PURE-LET [82] 28.36 ± 0.88 0.93 ± 0.01
SBD + DnCNN [150] 30.47 ± 0.64 0.93 ± 0.01
SBD + Small UNet [151] 30.87 ± 0.56 0.93 ± 0.01
SBD + Proposed Architecture 42.87 ± 1.45 0.99 ± 0.01

Table 5.2: Results on simulated test data. Mean PSNR and SSIM (± standard deviation) of different
denoising methods on the held-out simulated test set described in Section 5.5.2. SBD approaches achieve
the best results. SBD combined with the proposed architecture outperforms all other techniques by about
12 dB. The performance of SBD applied to additional architectures is reported in Table 5.1.

5.5.2 Comparison of SBD with other methods

The imaging parameters of the real data, described in Section 5.4, are well described by the

white contrast category defined in Section D.1.2. We therefore used the subset of simulated

dataset corresponding to this contrast (5583 images) to compare our proposed methodology to

other models. 90% of the data were used for training. The remaining 559 images were evenly split

into validation and test sets. We compare our proposed UNet architecture (see Section D.2) with

two state-of-the-art architectures for photographic-image denoising [150, 151] (see Sections A.1.1

and A.1.3), and with several classical denoising methods:

• Low-pass Filter (LPF): We apply a standard low-pass filter [101] designed by a domain

expert. The cut-off frequency was determined based on inspection of the data in the Fourier

domain.

• Adaptive Wiener Filter: We apply an adaptive low-pass Wiener filter [78] to account for

variations in local image statistics. The mean and variance around each pixel are estimated

from a local neighborhood. We selected a neighborhood with radius 13 pixels based on

expert evaluation of the denoised images in the validation set.
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Noisy WF LPF VST+NLM VST+BM3D

PURE-LET SBD+DnCNN SBD+Small UNet Ours Ground Truth

Figure 5.9: Denoising results for simulated data. Comparison of SBD and the baseline methods
described in Sections 5.5.2 and ??. The second row zooms in on the region in red box. Our proposed
approach produces images of much higher quality than the other approaches, and is able to accurately
recover the atomic structure of the nanoparticle. For example, the vacuum region in images denoised
by several of the baselines contain visible artefacts, including missing atoms. See Figure D.6 in the
supplementary material for an additional example.

• VST + BM3D and VST + Non-Local Means (NLM): BM3D [85] and NLM [13] are pop-

ular denoising techniques for natural images with additive Gaussian noise, which can be

adapted to Poisson noise by applying a nonlinear variance-stabilizing transformation (VST) [152].

More specifically, we use the Anscombe transformation proposed in Ref. [85].

• PURE-LET: PURE-LET [82] is a transform-domain thresholding algorithm adapted tomixed

Poisson–Gaussian noise. The method requires the input image to have dimensions of the
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form (2𝑘 , 2𝑘). To apply this method on our TEM images, we extracted 128×128 overlapping

patches, denoised them and combined them via averaging.

For all methods, hyperparameters were chosen based on the validation data. Performance

was measured in terms of SSIM [138] and peak signal-to-noise ratio (PSNR).

The results demonstrate that SBD is an effective denoising methodology for TEM data. Our

proposed CNN outperforms all other methods by a margin of 12 dB in PSNR on the simulated

test data, as shown in Table 5.2, and Figures 5.9 and D.6. SBD recovers the overall shape of the

nanoparticle, the interface between the nanoparticle and the support, and the different periodic

patterns of the CeO2 support and Pt nanoparticle. Contrast features, such as subtle patterns of

bright, intermediate and dark features associated with the atomic structure of the CeO2 crystal,

are well reproduced in the images denoised via SBD, but are mostly absent from the results of the

baseline approaches.

5.5.3 Beyond PSNR: Towards scientifically-meaningful evaluation

metrics

Domain scientists denoise images in order to extract scientifically relevant information. In

our case, the atoms on the surface of nanoparticles are of particular interest, because the atomic

configuration at the surface regulates the nanoparticle’s ability to catalyze chemical reactions. It

is therefore of critical importance to understand how different denoising methods recover these

atoms. We can verify visually that SBD achieves a largely successful recovery in held-out sim-

ulated data, whereas the baseline methods described in Section 5.5.2 do not (see Figure 5.9 for

example). However, visual inspection is a limited and non-quantitative evaluation tool. Unfortu-

nately, standard metrics like PSNR and SSIM are insensitive to changes in the atomic structure of

the nanoparticle surface, because these changes have a small effect on the overall intensity of the

images. We demonstrate the lack of sensitivity through a synthetic example in Figure 5.10: when
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(a) Reference (b) All atoms
preserved (c) One extra atom (d) One missing

atom

Images

Surface

PSNR - 41.89 41.90 41.85
SSIM - 0.946 0.948 0.949

Precision - 1.00 0.933 0.933
Recall - 1.00 0.933 0.933
F1 - 1.00 0.933 0.933

Jaccard
Index - 1.00 0.875 0.875

Figure 5.10: Scientifically-meaningful metrics for atom detection. In order to compare metrics in
terms of their sensitivity to changes in atomic structure we perturb and compare the reference image
in (a) to several modified images. In (b) the atomic structure is the same. In (c) a spurious atom is
added to the image in the top left. In (d) an atom is removed from the top left. The images in (b), (c),
and (d) are further corrupted by adding iid Gaussian noise with a small deviation of around 2/255. The
PSNR and SSIM [137] of (b), (c) and (d) with respect to (a) are essentially constant, indicating that
these metrics are not sensitive to changes in atomic configuration. In contrast, our proposed metrics
reflect these changes more accurately: (b) is assigned a score of 1 in all metrics, whereas (c) and (d)
are consistently assigned lower values.

we add or remove an atom in the surface the PSNR and SSIM remain roughly constant. Moti-

vated by the need for scientifically-relevant performance evaluation, we propose several metrics

explicitly designed to account for changes in surface atomic configuration in Section 5.5.3.1. We

report an evaluation of SBD using these metrics on a challenging test dataset in Section 5.5.3.2.
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Figure 5.11: Performance of SBD in terms of our proposed metrics. We compute all our proposed
metrics (see Section 5.5.3.1) on over 7, 000 denoised images corresponding to 25 unique noisy images
sampled from the 308 clean images described in Section 5.5.3.2. The empirical distribution on the
surface (red) and bulk (green) is visualized as box plots indicating the median, 25𝑡ℎ quartile, 75𝑡ℎ

quartile, minimum and maximum value of the distribution. SBD has a near perfect performance in the
bulk with all metric values hovering around 1. On the surface, SBD achieves a median score of 1 for
precision and recall, and about 0.95 for F1 score and Jaccard index.

5.5.3.1 Evaluation metrics

To define metrics that evaluate detection of surface atoms, we assume that there is a prede-

fined approach to perform detection based on the denoised images. In our case of interest, we

apply a blob detection algorithm (Laplacian of Gaussian [79]) to locate the centers, and compute

the 𝛼-shape of all the atom centers using Delaunay triangulation [109]. Let 𝐴 and 𝐵 be the set of

surface atoms of interest in the denoised image and the ground-truth clean image respectively.

We propose the following four metrics to measure the fidelity of the recovered structure:

• Precision is the fraction of atoms in the denoised image that are also present in the clean

image.

𝑃 (𝐴,𝐵) = |𝐴 ∩ 𝐵 |
|𝐵 | . (5.3)

• Recall is the fraction of atoms in the clean image that are correctly recovered in the de-

noised image.

𝑅(𝐴,𝐵) = |𝐴 ∩ 𝐵 |
|𝐴| . (5.4)
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• F1 score combines precision and recall by giving them equal importance.

𝐹 (𝐴,𝐵) = 2
𝑃 (𝐴,𝐵)𝑅(𝐴,𝐵)

𝑃 (𝐴,𝐵) + 𝑅(𝐴,𝐵) . (5.5)

• Jaccard index is an alternative measure consisting of the ratio between the size of the

intersection between the recovered atoms and the ground truth divided by the size of their

union.

𝐽 (𝐴,𝐵) = |𝐴 ∩ 𝐵 |
|𝐴 ∪ 𝐵 | . (5.6)

When performing intersection and union operations, we consider two atoms to be the same if

the distance between their centers is less than a threshold of 10 pixels. For comparison, the phys-

ical distance between neighboring atoms is about 0.16nm, and 10 pixels correspond to a distance

of 0.061nm. All our metrics take values between 0 and 1 (1 is best). Figure 5.10 shows a syn-

thetic example comparing three images with different atomic configurations: all the images have

similar PSNR and SSIM values, but the precision, recall, F1 and Jaccard index show substantial

differences.

5.5.3.2 Evaluating atom detection accuracy

To evaluate the performance of the proposed approach to recover atoms at the surface, we

designed a new dataset with 308 images, where the imaging parameters are set based on the real

dataset described in Section 5.4.1. This new dataset is similar to the one used for the generalization

experiments in Section 5.5.1, but here we add more diverse surface defects. We created a series

of 44 Pt/CeO2 structural models with atomic-level surface defects such as the removal of an atom

from a column, removal of two atoms, removal of all but one atom and addition of an atom at

a new site (see Figure D.7 for a visual overview). We hypothesize that these defects emulate

dynamic atomic-level reconfigurations that could potentially be observed in real experiments.
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Figure 5.12: Validation on real data. The real data consist of 40 frames which are approximately
stationary and aligned. Their temporal average (left) therefore provides a reasonable estimate for the
true intensity profile. In the image on the right, we compare the average intensity profile on the surface
atomic columns of the platinum nanoparticle for the denoised data (middle) and the temporal average
(left). The profiles are very similar (except for some spurious fluctuations in the temporal average),
which suggests that the proposed approach achieves effective denoising on the real data.

To match the image contrast of our real data, we simulated images under defocus values ranging

from 6 nm to 10 nm, all with a tilt of 3◦ in x and -1◦ in y and a support thickness of 40 Å. SBD

recovers all the atoms in the bulk almost perfectly, as reflected in the different metrics. On the

surface, SBD achieves a median score of 1 for precision and recall, and more than 0.95 on F1 and

Jaccard index (see Figure 5.11).

5.5.4 Performance on real data

In the experiments reported in Sections 5.5.2 and 5.5.3 we used a network trained on all sim-

ulated images from the white contrast category defined in Section 5.5.1. However, the real data

described in Section 5.4 more closely corresponds to a subset of white contrast images satisfying

the following conditions: structure limited to PtNP2, thickness between 40 Å - 60 Å and, defocus

between 5 nm and 10 nm. We used 236 images from this subset for training, and another such 15

images for validation. We also trained two state-of-the-art architectures for photographic image

denoising - DnCNN [150] and DURR [151] on these data.

Results on real experimental data obtained using SBD trained on this relevant subset of white
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Figure 5.13: Denoising results for real data. Comparison SBD and the baseline methods described
in Sections 5.5.2 and ?? when applied on the real data described in Section 5.4.1. The second row
zooms in on the region in red box. In contrast to the other methods, SBD combined with the proposed
architecture is able to precisely recover the structure of the nanoparticle and has very few artefacts,
particularly in the vacuum region. The likelihood map quantifies the agreement between recovered
structures in the denoised images, such as atomic columns and the vacuum, and the observed data (see
Section 5.3.3 for more details). See Figure D.8 for an additional example

contrast are shown in Figures 5.1, 5.13, and D.8. SBD produces denoised images that are of much

higher quality than those of the baseline methods described in Section 5.5.2, which contain ob-

vious artefacts. Further, we validate the denoising results of SBD by comparing to an estimated

reference image obtained by temporal averaging. Our real dataset consists of 40 frames that are

approximately stationary and aligned. Therefore, their temporal average provides a good esti-

mate for the ground-truth images. As shown in Figure 5.12, the denoised intensity values of the

atomic column approximately match those of the estimated reference image.
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In the rest of this section, we compare the performance of SBD and unsupervised denoising

techniques on the real experimental data, and analyze the effect of the design of the training

dataset on the denoised output produced by SBD.

5.5.4.1 Comparison to unsupervised deep denoising methods

Unsupervised denoising techniques can be used to train a denoising CNN using only noisy

images (see Section 5.2 for a discussion on this methodology). We apply the following unsuper-

vised methods to the real data described in Section 5.4.1:

• Noise2Noise [lehtinen2018noise2noise] is a strategy used to train CNN by using pairs

of noisy images which correspond to the same clean image. We applied this method to our

data by treating images captured in consecutive time steps as different noisy realizations of

an underlying clean image. The results (shown in Figure 5.14(b)) contain visible artefacts

and missing atoms.

• Blind-spot net [68] is a CNN which is constrained to predict the intensity of a pixel as

a function of the noisy pixels in its neighbourhood, without using the pixel itself. This

method is competitive with the current supervised state-of-the-art CNN on photographic

images. However, when applied to our real dataset it produces denoised images with visible

artefacts (see Figure 5.14(c)). A possible explanation is the limited amount of data (40 noisy

images) we train on. To validate this hypothesis, we trained a blind-spot net on simulated

training sets of different sizes. The performance on held-out data is indeed poor when the

training set is small, but it improves to the level of supervised approaches as we use more

training data (see Figure 5.15).

• Blind-spot net with early stopping. In Ref. [119] it is shown that early stopping based

on noisy held-out data can boost the performance of blind-spot nets. Here we used 35

images for training the blind-spot net and the remaining 5 images as a held-out validation

90



(a) Data (b) Noise2Noise [74] (c) Blind-spot [68] (d) Blind-spot∗

(e) UDVD∗† [119] (f) Self2Self [110] (g) SBD (h) Estimated ref.

Figure 5.14: Comparison of unsupervised denoising methods with SBD on real data. The
real data described in Section 5.4.1 denoised using SBD and unsupervised methods described in Sec-
tion 5.5.4.1. The second and third rows zoom in on the region in red and green boxes respectively.
Our proposed method denoises the real data more effectively than the unsupervised approaches. SBD is
able to precisely recover the structure of the nanoparticle and has very few artefacts (compare visually
to the estimated reference image obtained via time averaging; there are three missing atoms for most
unsupervised methods in the third row). A ∗ indicates that the method used early stopping and †
indicates that the method uses 5 noisy frames as input.
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Figure 5.15: Training set size and unsupervised denoising. Performance of blind-spot net [68] on
a held-out set of images, measured in PSNR, when trained on simulated training sets of different sizes.
The held-out set and the training data comprise white contrast images. The performance is poor when
the training set is small, but improves to the level of supervised approaches (denoted by dashed line)
when trained using more training data. Our real dataset described in Section 5.4.1 contains only 40
images, so it is likely that the limited amount of data explains the poor performance of the blind-spot
net in Figure 5.14.

set. We chose the model parameters that minimized the mean squared error between the

noisy validation images and the corresponding denoised estimates. The results (shown

in Figure 5.14(d)) are significantly better than those of the standard blind-spot network.

However, there are still noticeable artefacts, which include missing atoms.

• Unsupervised Deep Video Denoising (UDVD) [119] is an unsupervised method for de-

noising video data based on the blind-spot approach. It estimates a denoised frame using

5 consecutive noisy frames around it. Our real data consists of 40 frames acquired sequen-

tially. UDVD produces better results than blind-spot net, but still contains visible artefacts,

including missing atoms (see Figure 5.14(e)). Note that, UDVD uses 5 noisy images as input,

and thus has more context to perform denoising than the other methods (including SBD).

• Self2Self [110] is an unsupervised method specifically designed for denoising based on

a single noisy image. This approach achieves near state-of-the-art performance in noisy

photographic images corrupted with moderate amounts of noise [110]. However, when

applied to our data, Self2Self produces images with clear artefacts; some of the atoms are
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missing and the shape of atoms are distorted (see Figure 5.14(f)).

It is important to note that the backbone architectures of all these methods are UNets with

large fields of view, like the one used for SBD. In our experiments, we trained the blind-spot nets

and UDVD on 600×600 patches extracted from the real data. We used Adam optimizer [63] with a

starting learning rate of 1×10−4 which was reduced in half for every 2000 epochs. We trained for

a total of 5000 epochs. When performing early stopping, we picked the checkpoint with the best

mean squared error on the validation set. Following Ref. [110], Self2Self was trained for 150, 000

steps with the Adam optimizer and a starting learning rate of 10−4.

As shown in Figure 5.14, the unsupervised denoising methods produce higher-quality recon-

structions than those of the baseline methods discussed in Section 5.5.2 (see Figure 5.13). How-

ever, they still suffer from visible artefacts, particularly on the surface of the nanoparticle, limiting

their practical utility. UDVD is the method that achieves best performance, but it requires multi-

ple noisy frames as input. In contrast, SBD can denoise the image effectively from a single noisy

input frame (see Figure 5.14(g)), as long as the simulated training data correspond closely to the

real noisy image. Using a single frame is important in some applications, such as our case of

interest, where the ultimate goal is to identify dynamic changes in the atomic structure of the

nanoparticle.

5.5.4.2 A word of caution: Effect of training data on SBD

Figures 5.13, D.8 and 5.14 show that SBD achieves impressive results on real data, but it is

important to point out that this requires a careful design of the training dataset. Our real data

broadly corresponds to images in the white contrast category, defined in Section 5.5.1. However,

when a network trained on white contrast images (Section 5.5.2) is evaluated on the real data,

it produces unnatural streak patterns in the bulk (see third row in Figure 5.16). When visually

comparing this to the pattern in the bulk of the reference image computed by time averaging,

it is evident that this is an artefact of denoising. This can be remedied by training the network
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(a) Estimated ref. SBD Unsupervised

(b) white contrast (c) adapted data (d) Blind-spot (e) Self2Self

Figure 5.16: Effect of training data on SBD. The real data consists of 40 frames which are ap-
proximately stationary and hence their temporal mean (a) can be used as an estimate for the reference
image. The second and third row zooms into the red and yellow region respectively. When the network
is trained on white contrast (i.e, the training data does not align well with real data), the denoised
image of the real data (b) shows an unnatural streak pattern in the bulk (compare row 3 in (b) and
(a)). Interestingly, when the training data is more reflective of the real data, the patterns in the bulk are
recovered better (row 3 in (c) and (a)). Further, note that unsupervised methods denoise the contrast
patterns in the bulk well (row 3 in (d), (e) and (a)) but they suffer from significant artefacts on the
nanoparticles (row 2 in (d), (e) and (a)).

on the more restricted subset of images described in Section 5.5.4 (see third row in Figure 5.16),

whose imaging parameters are more suited to the real acquisition conditions. Since unsuper-

vised denoising methods directly train on the real data, they do not suffer from this problem of

mismatch between training and test data. The patterns recovered by unsupervised methods in

the bulk are close to the estimated reference image (see Figure 5.16). However, as discussed in

Section 5.5.4.1, they show significant artefacts on the surface of nanoparticle. As shown in Sec-

tion 4.5.4, performing GainTuning on the network trained on white contrast can also remedy this

problem.
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5.6 Discussion and Conclusions

Our case study is a proof of concept that CNNs trained on simulated data can be remarkably ef-

fectivewhen applied to real imaging data. It provides several insights and suggests future research

directions that are relevant, beyond electron microscopy, to other domains where the images of

interest can be simulated, such as medical imaging [61, 93], other types of microscopy [40, 134],

or astronomy [104]. We show that the design of the training dataset is critical, so an important

question is how to design simulated training datasets in a principled systematic way. Answer-

ing it will require a deeper understanding of the generalization ability of CNNs with respect to

variations in the statistics of the input images. We also demonstrate that architectures tailored

to photographic imaging can perform poorly when applied to other data. Designing CNNs for

other domains requires an understanding of the image features that are exploited for denoising.

Gradient visualization is shown to be useful here, but more advanced visualization techniques

are needed. In addition, we demonstrate that standard metrics used to quantify performance in

photographs may not be sensitive to scientifically relevant features, and propose several new

metrics to address this problem. Although SBD outperforms other methods by a large margin,

some artefacts such as phantom atoms still appear. Our proposed likelihood maps help to flag

such events, but may still fail to do so in regions of unusually low SNR. Developing more so-

phisticated methods for uncertainty quantification is therefore a key research direction. It would

also be of great interest to develop unsupervised or self-supervised denoising approaches that

are effective with small amounts of data at low SNRs. Finally, to encourage further development

of deep-learning methodologies for scientific imaging, we release a denoising benchmark dataset

of TEM images, containing 18,000 examples.
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6 | Conclusion

In this thesis, we explored the topic of deep learning based denoising. The contribution of the

thesis is broadly in two aspects: (1) novel network architectures and algorithms advancing the

current state-of-the-art in denoising, and (2) new tools for analyzing neural networks advanc-

ing our understanding of deep learning models for denoising. While this thesis concentrated on

denoising, many of our contributions have relevance beyond denoising. We finish by summariz-

ing some of our specific contributions, commenting on their applications outside denoising, and

listing our future research directions and a few related open problems:

• Bias-free CNNs. In Chapter 2 we introduced bias-free CNNs which generalize to noise

levels outside the training range. We showed that this generalization capability is facili-

tated by the local linearity of the network architecture (Section 2.4). Since our introduction

of bias-free networks in denoising, it has been applied in photometric stereo [50], reflection

removal [154], and tone mapping [70]. Our observations in Chapter 2 do not fully eluci-

date how our network achieves its remarkable generalization- only that bias prevents that

generalization, and its removal allows it. Understanding how bias-free networks achieve

this generalization is a direction for future research.

• Unsupervised Deep Video Denoising (UDVD). In Chapter 3, we extended the idea of

blind-spot denoising for static images [8, 66] to develop an unsupervised denoiser which

can be trained only with noisy videos. UDVD achieved performance comparable to super-

vised state-of-the-art, even when trained on only a single short noisy video sequence. This
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enabled the application of deep learning models to domains like microscopy where clean

data is generally not available. However, evaluation of denoising models in the absence of

ground-truth data is an unsolved problem. Current metrics used for evaluation (eg. PSNR

and SSIM [138]) measures the closeness of the denoised image with ground truth data.

Likelihood maps introduced in Section 5.3.3 takes a step in this direction by measuring the

fidelity of the denoised image with noisy data under strict assumptions about the signal

structure and noise likelihood. A more general solution towards unsupervised evaluation

of denoising models remains an interesting open challenge.

• GainTuning. In Chapter 4 we introduced GainTuning, a framework to adapt any pre-

trained denoiser to an out-of-distribution data point. GainTuning achieved state-of-the-art

performance on test data points which systematically differ in signal or noise distribution

from the training data. The core idea behind GainTuning is simple: optimize only a small

subset of parameters (the “Gains“) during inference to adapt the model to the test data.

A mechanism similar to GainTuning achieved out-of-distribution generalization in classi-

fication [136], and we have preliminary results indicating that such a mechanism might

be effective in audio compression. This suggests that GainTuning may have applications

in other areas of signal processing and machine learning like compression and segmenta-

tion. Despite the success in denoising, and potential applications in other areas of machine

learning, GainTuning in its current form requires multiple backward passes to compute the

gain parameters. Making this routine more efficient, or completely replacing optimization

during test time is a direction for future research.

• Analysis of models. In Chapter 2 we proposed a gradient-based analysis to visualize

the equivalent action of a denoising network. We extended this analysis to video denois-

ers in Chapter 3. Our analysis on image and video denoisers revealed that these models

average over noisy pixels in the relevant spatio-temporal neighbourhood to compute the
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denoised pixel value. This indicates that CNN denoisers encode the underlying structure

of the signals. We believe that this property makes denoising a good candidate as an aux-

iliary task for other problems that exploits underlying signal structure. This hypothesis

is supported by recent results in segmentation [16] and compression [127]. Our observa-

tions and insights in Chapter 2 and 3 uncovers interesting aspects of the denoising map,

but these interpretations are very local: small changes in the input image change the acti-

vation patterns of the network, resulting in a change in the corresponding linear mapping.

Extending the analysis to reveal global characteristics of the neural-network functionality

is a challenging direction for future research.
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A | Bias-free denoising

A.1 Description of denoising architectures

In this section we describe the denoising architectures used for our computational experi-

ments in more detail.

A.1.1 DnCNN

We implement BF-DnCNN based on the architecture of the Denoising CNN (DnCNN) [150].

DnCNN consists of 20 convolutional layers, each consisting of 3× 3 filters and 64 channels, batch

normalization [54], and a ReLU nonlinearity. It has a skip connection from the initial layer to

the final layer, which has no nonlinear units. To construct a bias-free DnCNN (BF-DnCNN) we

remove all sources of additive bias, including the mean parameter of the batch-normalization in

every layer (note however that the scaling parameter is preserved).

A.1.2 Recurrent CNN

Inspired by [151], we consider a recurrent framework that produces a denoised image estimate

of the form 𝑥𝑡 = 𝑓 (𝑥𝑡−1,𝑦noisy), at time 𝑡 where 𝑓 is a neural network. We use a 5-layer fully

convolutional network with 3 × 3 filters in all layers and 64 channels in each intermediate layer

to implement 𝑓 . We initialize the denoised estimate as the noisy image, i.e 𝑥0 := 𝑦noisy. For the
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version of the network with net bias, we add trainable additive constants to every filter in all

but the last layer. During training, we run the recurrence for a maximum of 𝑇 times, sampling 𝑇

uniformly at random from {1, 2, 3, 4} for each mini-batch. At test time we fix 𝑇 = 4.

A.1.3 UNet

Our UNet model [116] has the following layers:

1. conv1 - Takes in input image and maps to 32 channels with 5 × 5 convolutional kernels.

2. conv2 - Input: 32 channels. Output: 32 channels. 3 × 3 convolutional kernels.

3. conv3 - Input: 32 channels. Output: 64 channels. 3 × 3 convolutional kernels with stride 2.

4. conv4- Input: 64 channels. Output: 64 channels. 3 × 3 convolutional kernels.

5. conv5- Input: 64 channels. Output: 64 channels. 3 × 3 convolutional kernels with dilation

factor of 2.

6. conv6- Input: 64 channels. Output: 64 channels. 3 × 3 convolutional kernels with dilation

factor of 4.

7. conv7- Transpose Convolution layer. Input: 64 channels. Output: 64 channels. 4 × 4 filters

with stride 2.

8. conv8- Input: 96 channels. Output: 64 channels. 3 × 3 convolutional kernels. The input to

this layer is the concatenation of the outputs of layer conv7 and conv2.

9. conv9- Input: 32 channels. Output: 1 channels. 5 × 5 convolutional kernels.

The structure is the same as in [151], but without recurrence. For the version with bias, we

add trainable additive constants to all the layers other than conv9. This configuration of UNet

assumes even width and height, so we remove one row or column from images in with odd

height or width.
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A.1.4 Simplified DenseNet

Our simplified version of the DenseNet architecture [52] has 4 blocks in total. Each block is

a fully convolutional 5-layer CNN with 3 × 3 filters and 64 channels in the intermediate layers

with ReLU nonlinearity. The first three blocks have an output layer with 64 channels while the

last block has an output layer with only one channel. The output of the 𝑖𝑡ℎ block is concatenated

with the input noisy image and then fed to the (𝑖 + 1)𝑡ℎ block, so the last three blocks have 65

input channels. In the version of the network with bias, we add trainable additive parameters to

all the layers except for the last layer in the final block.

A.2 Datasets and training procedure

Our experiments are carried out on 180×180 natural images from the Berkeley Segmentation

Dataset [87]. We use a training set of 400 images. The training set is augmented via downsam-

pling, random flips, and random rotations of patches in these images [150]. A test set containing

68 images is used for evaluation. We train the DnCNN and it’s bias free model on patches of size

50 × 50, which yields a total of 541,600 clean training patches. For the remaining architectures,

we use patches of size 128 × 128 for a total of 22,400 training patches.

We train DnCNN and its bias-free counterpart using the Adam Optimizer [63] over 70 epochs

with an initial learning rate of 10−3 and a decay factor of 0.5 at the 50𝑡ℎ and 60𝑡ℎ epochs, with no

early stopping. We train the other models using the Adam optimizer with an initial learning rate

of 10−3 and train for 50 epochs with a learning rate schedule which decreases by a factor of 0.25

if the validation PSNR decreases from one epoch to the next. We use early stopping and select

the model with the best validation PSNR.
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A.3 Additional results

In this section we report additional results of our computational experiments:

• Figure A.1 shows the first-order analysis of the residual of the different architectures de-

scribed in Section A.1, except for DnCNN which is shown in Figure 2.1.

• Figures A.2 and A.3 visualize the linear and net bias terms in the first-order decomposition

of an example image at different noise levels.

• Figure A.4 shows the PSNR results for the experiments described in Section 2.4.

• Figure A.5 shows the SSIM results for the experiments described in Section 2.4.

• Figures A.6, A.7 and A.8 show the equivalent filters at several pixels of two example images

for different architectures (see Section 2.5).
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Figure A.1: First-order analysis of the residual of Recurrent-CNN (Section A.1.2), UNet (Section A.1.3)
and DenseNet (Section A.1.4) as a function of noise level. The plots show the magnitudes of the residual
and the net bias averaged over 68 images in Set68 test set of Berkeley Segmentation Dataset [87] for
networks trained over different training ranges. The range of noises used for training is highlighted in
gray. (left) When the network is trained over the full range of noise levels (𝜎 ∈ [0, 100]) the net bias
is small, growing slightly as the noise increases. (middle and right) When the network is trained over
the a smaller range (𝜎 ∈ [0, 55] and 𝜎 ∈ [0, 30]), the net bias grows explosively for noise levels outside
the training range. This coincides with the dramatic drop in performance due to overfitting, reflected
in the difference between the residual and the true noise.
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Figure A.2: Visualization of the decomposition of output of DnCNN trained for noise range [0, 55]
into linear part and net bias. The noise level 𝜎 = 70 (highlighted by ∗) is outside the training range.
Over the training range, the net bias is small, and the linear part is responsible for most of the denoising
effort. However, when the network is evaluated out of the training range, the contribution of the bias
increases dramatically, which coincides with a significant drop in denoising performance.
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Figure A.3: Visualization of the decomposition of output of Recurrent-CNN (Section A.1.2, UNet
(Section A.1.3) and DenseNet (Section A.1.4) trained for noise range [0, 55] into linear part and net
bias. The noise level 𝜎 = 90 (highlighted by ∗) is outside the training range. Over the training range,
the net bias is small, and the linear part is responsible for most of the denoising effort. However, when
the network is evaluated out of the training range, the contribution of the bias increases dramatically,
which coincides with a significant drop in denoising performance.
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Figure A.4: Comparisons of architectures with (red curves) and without (blue curves) a net bias for the
experimental design described in Section 2.4. The performance is quantified by the PSNR of the denoised
image as a function of the input PSNR of the noisy image. All the architectures with bias perform poorly
out of their training range, whereas the bias-free versions all achieve excellent generalization across noise
levels. (a) Deep Convolutional Neural Network, DnCNN [150]. (b) Recurrent architecture inspired by
DURR [151]. (c) Multiscale architecture inspired by the UNet [116]. (d) Architecture with multiple skip
connections inspired by the DenseNet [52].
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Figure A.5: Comparisons of architectures with (red curves) and without (blue curves) a net bias for the
experimental design described in Section 2.4. The performance is quantified by the SSIM of the denoised
image as a function of the input SSIM of the noisy image. All the architectures with bias perform poorly
out of their training range, whereas the bias-free versions all achieve excellent generalization across noise
levels. (a) Deep Convolutional Neural Network, DnCNN [150]. (b) Recurrent architecture inspired by
DURR [151]. (c) Multiscale architecture inspired by the UNet [116]. (d) Architecture with multiple skip
connections inspired by the DenseNet [52].
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Figure A.6: Visualization of the linear weighting functions (rows of 𝐴𝑦) of Bias-Free Recurrent-CNN
(top 2 rows) (Section A.1.2), Bias-Free UNet (next 2 rows) (Section A.1.3) and Bias-Free DenseNet
(bottom 2 rows) (Section A.1.4) for three example pixels of a noisy input image (left). The next image
is the denoised output. The three images on the right show the linear weighting functions corresponding
to each of the indicated pixels (red squares). All weighting functions sum to one, and thus compute a
local average (although some weights are negative, indicated in red). Their shapes vary substantially,
and are adapted to the underlying image content. Each row corresponds to a noisy input with increasing
𝜎 and the filters adapt by averaging over a larger region.
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Figure A.7: Visualization of the linear weighting functions (rows of 𝐴𝑦) of a BF-DnCNN for three
example pixels of a noisy input image (left). The next image is the denoised output. The three images
on the right show the linear weighting functions corresponding to each of the indicated pixels (red
squares). All weighting functions sum to one, and thus compute a local average (although some weights
are negative, indicated in red). Their shapes vary substantially, and are adapted to the underlying image
content. Each row corresponds to a noisy input with increasing 𝜎 and the filters adapt by averaging
over a larger region.
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Figure A.8: Visualization of the linear weighting functions (rows of 𝐴𝑦) of Bias-Free Recurrent-CNN
(top 2 rows) (Section A.1.2), Bias-Free UNet (next 2 rows) (Section A.1.3) and Bias-Free DenseNet
(bottom 2 rows) (Section A.1.4) for three example pixels of a noisy input image (left). The next image
is the denoised output. The three images on the right show the linear weighting functions corresponding
to each of the indicated pixels (red squares). All weighting functions sum to one, and thus compute a
local average (although some weights are negative, indicated in red). Their shapes vary substantially,
and are adapted to the underlying image content. Each row corresponds to a noisy input with increasing
𝜎 and the filters adapt by averaging over a larger region.
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B | Unsupervised denoising

B.1 Implementation Details of Unsupervised Deep Video

Denoising

B.1.1 Restricting field of view

In UDVD, we rotate the input frames by multiples of 90◦ and process them through four

separate branches (with shared parameters) containing asymmetric convolutional filters that are

vertically causal. As a result, the branches produce outputs that only depend on the pixels above

(0◦ rotation), to the left (90◦), below (180◦) or to the right (270◦) of the output pixel. We use a UNet

[116] style architecture for each branch of UDVD. The field of view of the UNet is constrained by

restricting the field of view of the convolutional, downsampling and upsampling layers that are

used to build the UNet.

Convolutional Layers: We restrict the receptive field of each convolutional layer to extend only

upwards following the strategy proposed in [68]. Let the filter size be ℎ ×𝑤 . We zero-pad the top

region of the input tensor with 𝑘 = ∗ℎ/2 zero rows before convolution and remove the bottom

𝑘 rows after convolution. This is equivalent to convolving with a filter, where all weights below

the center row are zero, so that the field of view only extends upwards.
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Downsampling and Upsampling Layers: Following [68] we restrict the receptive field of the

downsampling layer by creating an offset of one pixel (zero-pad with a row of zeros on the top

and remove a row of pixels from below) before performing max-pooling using a 2×2 kernel. This

operation restricts the field of view of the downsampling and upsampling operation pair.

Note that we do not use BatchNorm [55] layers in UDVD as computing the spatial mean and

variance would modify the field of view to include the center pixel.

B.1.2 Adding the Noisy Pixel Back

The denoised generated by the proposed architecture at each pixel is computed without using

the noisy observation at that location. This avoids overfitting – i.e. learning the trivial identity

map that minimizes the mean-squared error cost function – but ignores important information

provided by the noisy pixel. In the case of Gaussian additive noise, we can use this information

via a precision-weighted average between the network output and the noisy pixel value. Follow-

ing [68], the weights in the average are derived by assuming a Gaussian distribution for the error

in the blind-spot estimates of the (color) pixel values. The CNN architecture is trained to estimate

the mean and covariance of this distribution at each pixel by maximizing the log likelihood of the

noisy data. We explain this in detail in the following paragraphs.

UDVD estimates the value of a pixel based on the noisy pixels in its neighbourhood. Wemodel

the distribution of the three color channels of a pixel 𝑥 ∈ R3 given the noisy neighbourhood Ω𝑦

as 𝑝 (𝑥 |Ω𝑦) = N(𝜇𝑥 , Σ𝑥 ), where 𝜇𝑥 ∈ R3 and Σ𝑥 ∈ R3 represent the mean vector and covariance

matrix. Let 𝑦 = 𝑥 +𝜂, 𝜂 ∼ N(0,𝜎2𝐼3) be the observed noisy pixel. We integrate the information in

the noisy pixel with the UDVD output by computing the mean of the posterior 𝑝 (𝑥 |𝑦,Ω𝑦), given

by

𝑝 (𝑥 |𝑦,Ω𝑦) ∝ 𝑝 (𝑦 |𝑥) 𝑝 (𝑥 |Ω𝑦) (B.1)

where 𝑝 (𝑥 |Ω𝑦) is the prior and 𝑝 (𝑦 |𝑥) is the noise model. Since both the prior and the noise
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model are Gaussian, we can write the optimal posterior estimate as,

𝐸 [𝑥 |𝑦] = (Σ−1
𝑥 + 𝜎−2𝐼 )−1(Σ−1

𝑥 𝜇𝑥 + 𝜎−2𝑦). (B.2)

Note that the posterior mean has a very intuitive interpretation. When the signal variance

is high compared to noise variance (i.e. the uncertainty in our estimation is high) the posterior

mean favours noisy pixel value. We estimate 𝜇𝑥 and Σ𝑥 as a function of the neighbourhood Ω𝑦

using the network architecture discussed earlier. If 𝑥 is a grayscale image, then the output of

the network consists of two channels - one for 𝜇𝑥 and one for 𝜎𝑥 . When the input image has 𝑘

channels, the output consists of 𝑘 channels for 𝜇𝑥 and 𝑘 (𝑘 − 1)/2 for the upper-triangular entries

of Σ𝑥

One can estimate 𝜇𝑥 and Σ𝑥 directly from the noisy data by maximizing the likelihood. Using

our distributional assumptions, the noisy pixels 𝑦 follows a Gaussian distribution, 𝑦 ∼ N(𝜇𝑦 , Σ𝑦),

where 𝜇𝑦 = 𝜇𝑥 and Σ𝑦 = Σ𝑥 + 𝜎2𝐼 . Therefore, the loss function or the negative log likelihood is:

L(𝜇𝑥 , Σ𝑥 ) =
1
2
[(𝑦 − 𝜇𝑥 )𝑇 (Σ𝑥 + 𝜎2𝐼 )−1(𝑦 − 𝜇𝑥 )] +

1
2
log |Σ𝑥 + 𝜎2𝐼 |. (B.3)

If 𝜎 is unknown during training and has to be estimated, we use a separate neural network with

the same architecture to do so. In such cases, we add a small regularization term equal to −0.1𝜎

for numerical stability, following [68].

For the experiments with real data, the noise distribution is unknown, so we simply ignore

the central pixel.

B.1.3 Architecture and Training

Architecture: The overall architecture is explained in Section 3.3. The network architecture for

the D1 and D2 blocks is described in Table B.1. D1 has 𝑘1 = 9 input channels and 𝑘2 = 32 output
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Name 𝑁𝑜𝑢𝑡 Function

Input 𝑘1
enc_conv_0 48 Convolution 3 × 3
enc_conv_1 48 Convolution 3 × 3
enc_conv_2 48 Convolution 3 × 3
pool_1 48 MaxPool 2 × 2
enc_conv_3 48 Convolution 3 × 3
enc_conv_4 48 Convolution 3 × 3
enc_conv_5 48 Convolution 3 × 3
pool_2 48 MaxPool 2 × 2
enc_conv_6 96 Convolution 3 × 3
enc_conv_7 96 Convolution 3 × 3
enc_conv_8 48 Convolution 3 × 3
upsample_1 48 NearestUpsample 2 × 2
concat_1 96 Concatenate output of pool_1
dec_conv_0 96 Convolution 3 × 3
dec_conv_1 96 Convolution 3 × 3
dec_conv_2 96 Convolution 3 × 3
dec_conv_3 96 Convolution 3 × 3
upsample_2 96 NearestUpsample 2 × 2
concat_2 96+𝑘1 Concatenate output of Input
dec_conv_4 96 Convolution 3 × 3
dec_conv_5 96 Convolution 3 × 3
dec_conv_6 96 Convolution 3 × 3
dec_conv_7 𝑘2 Convolution 3 × 3

Table B.1: Network architecture used for UDVD. The convolution and pooling layers are the blind-
spot variants described in Section B.1.1. 𝑘1 and 𝑘2 represent the number of input and output channels
of the base network respectively.
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channels. D2 has 𝑘1 = 96 input channels and 𝑘2 = 96 output channels. The architecture of D1 and

D2 are analogous to the blocks in FastDVDnet [130] to facilitate fair comparison with the super-

vised models. As described in Figure 3.2, D2 is followed by a derotation and the output is passed

to a series of three cascaded 1×1 convolutions and non-linearity for reconstruction with 4 and 96

intermediate output channels, as in [68]. The final convolutional layer is linear and has 9 output

channels, 3 representing the RGB value of the denoised image and 6 representing its covariance

matrix. We use the same architecture for fluorescence microscopy and electron microscopy with

the number of input channels to UDVD modified to 5 and number of output channels modified

to 1.

Training Details: Following the convention in image and video denoising, we train UDVD on

128 × 128 patches extracted from our dataset [68, 96, 129, 130, 150] (this is also consistent with

the training methodology of the supervised baselines). For the natural video and fluorescence

microscopy datasets, no data augmentation was applied. For electron microscopy dataset, we

applied spatial flipping, time reversal and time subsampling (i.e. skipping frames).

Optimization Details: All networks were trained using Adam [64] optimizer with a starting

learning of 10−4. The learning rate was decreased by a factor of 2 at checkpoints [20, 25, 30]

during a total training of 40 epochs. We did not experiment with other learning rate schedules

such as cosine scheduling, which is a popular choice in unsupervised image denoising [68].

B.2 Ablation Study on Number of Input Frames

We perform an ablation study on the number of frames 𝑘 UDVD uses as input, 𝑘 ∈ {1, 3, 5}.

UDVD with 𝑘 = 1 is equivalent to the blind-spot network proposed for image denoising in [68].

In this section we describe the architectural and training details for UDVD with 𝑘 ∈ {1, 3, 5} and
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DAVIS Set8

Supervised CNN Unsupervised CNN (UDVD) Supervised CNN Unsupervised CNN (UDVD)

𝜎 5 frames 1 frame 3 frames 5 frames 5 frames 1 frame 3 frames 5 frames

20 35.86 34.13 34.91 35.16 33.37 32.39 33.09 33.36
30 34.06 32.80 33.48 33.92 31.60 30.91 31.62 32.01
40 32.80 31.48 32.20 32.68 30.37 29.63 30.42 30.82
50 31.83 30.47 31.20 31.70 29.42 28.65 29.47 29.89
60 31.01 29.65 30.39 30.90 29.08 27.86 28.70 29.13
70 30.21 28.96 29.70 30.22 28.37 27.20 28.06 28.49
80 29.28 28.37 29.10 29.63 27.60 26.65 27.50 27.94

Table B.2: Performance of UDVD. Table shows the mean PSNR values of a state-of-the-art super-
vised video denoiser (FastDVDnet [130] ) and UDVD with the denoised frame being predicted from
𝑘 ∈ {1, 3, 5} surrounding frames. The performance of UDVD monotonically increases with 𝑘 and is
comparable for supervised denoising across all noise levels. All the three UDVD networks reported here
are trained for only 𝜎 = 30. FastDVDnet is trained for 𝜎 ∈ [5, 55].

present some additional results.

Architectural Details: UDVD with 𝑘 = 1 contains only one UNet style network in each branch

with architecture described in Table B.1 and Section B.1.3. There are 3 input channels and 9 output

channels (3 for the RGB channels in each denoised pixel and 6 for the corresponding covariance

matrix). UDVD with 𝑘 = 3 has a similar architecture as for 𝑘 = 1 but has 9 input channels instead

(3 channels for each frame). The architecture for 𝑘 = 5 is described in Section B.1.3.

Training Details: UDVD with 𝑘 ∈ {1, 3, 5} was trained on the DAVIS dataset with 𝜎 = 30. The

training details were as described in Section B.1.3.

Results: As shown in Table 3.1 and Table B.2 performance improves substantially and monoton-

ically with 𝑘 (the number of surrounding frames used to denoise each frame) across a wide range

of noise levels. This difference in performance can also be observed visually. Fig B.1 shows an

example where the texture details of the brick wall and the fence are not well recovered when

using only a single noisy frame. The texture is estimated better when using 5 noisy frames to
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predict the denoised output.

B.3 Denoising Results on Natural Video Datasets

In this section we provide additional comparisons between UDVD and supervised CNN-based

methods.

1. Table B.2 shows the performance of UDVD trained at 𝜎 = 30, and FastDVDnet trained for

𝜎 ∈ [5, 55] when evaluated on theDAVIS test set and Set8 corruptedwith𝜎 ∈ {20, 40, . . . , 80}.

UDVD achieves comparable performance to FastDVDnet on DAVIS test set and slightly

outperforms it on Set8 at all noise levels.

2. Examples of noisy videos, and denoised counterparts obtained using UDVD are included

in the official github repository1 (hypermooth.mp4, rafting.mp4, motorbike.mp4 and

snowboard.mp4).

B.4 UDVD-S: Denoising Using Only a Single Video

UDVD, combined with aggressive data augmentation and early stopping, achieves state-of-

the-art performance even when trained on only a single short video. In this section, we analyze

the contribution of each of the data augmentation and early stopping scheme to the performance

of UDVD-S through an ablation study. We also provide more details about our comparison to

MF2F [29].

B.4.1 Details of test sets.

We evaluate UDVD-S and baselines on the following four datasets:
1https://github.com/sreyas-mohan/udvd
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(a) Ground
Truth

(b) Noisy

(c) UDVD
(𝑘 = 1)

(d) UDVD
(𝑘 = 3)

(e) UDVD
(𝑘 = 5)

Figure B.1: Comparison of blind image and video denoising. Example from the DAVIS dataset.
(a) Ground truth frame. (b) Noisy frame. (c) Reconstruction using a single frame. The texture details
of the brick wall and the fence are not recovered well. Reconstruction using (d) 3 and (e) 5 surrounding
frames produces an improved texture estimate.
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𝜎 = 30

ten-v snow hyper raft motor trac sunf touch park mean

No. of frames 75 59 37 29 32 85 85 85 85 -

No Aug (without ES) 33.37 29.10 29.72 27.26 27.28 32.52 35.07 32.65 30.20 30.80
No Aug (with ES) 34.35 30.67 32.42 30.72 29.21 33.08 37.04 33.63 30.40 32.39
F (without ES) 34.00 30.60 30.15 30.16 28.44 33.09 36.86 33.56 30.37 31.91
F (with ES) 34.68 30.76 32.41 30.76 29.33 33.35 37.13 33.74 30.53 32.52
F+TR (without ES) 34.18 30.73 31.06 30.31 28.98 33.53 37.29 33.51 30.56 32.24
F+TR (with ES) 34.70 30.78 32.60 30.80 29.36 33.54 37.29 33.88 30.56 32.61

UDVD∗ 34.82 30.83 32.34 30.82 29.24 31.73 35.33 33.48 28.98 31.95
FastDVDnet∗ 34.58 30.78 32.48 30.94 29.35 31.39 35.06 33.71 28.73 31.89

MF2F - 8 sigmas 34.45 30.44 30.93 29.70 28.81 31.61 34.43 33.41 28.79 31.40
MF2F - online no teacher 34.50 30.42 30.54 29.45 28.40 32.11 35.19 33.47 28.89 31.44
MF2F - online with teacher 34.48 30.44 31.13 29.91 28.92 32.08 35.20 33.44 28.91 31.61
MF2F - offline no teacher 34.66 30.49 30.20 29.38 28.36 32.19 35.50 33.58 28.98 31.48
MF2F - offline with teacher 34.63 30.52 31.16 29.55 28.92 31.93 35.52 33.61 29.04 31.65

Table B.3: Results for UDVD and MF2F trained on individual noisy videos for 𝜎 = 30. The
top block show PSNR values for UDVD trained on each individual video sequence with and without
data augmentation (spatial flipping(F) and time-reversal(TR)) and early stopping (ES). Early stopping
was performed using the last 5 frames of each video as the held-out set. The last block shows the
result of running MF2F [29] with all the 5 different fine-tuning scheme proposed in Ref. [29]. With the
augmentations and early stopping, UDVD-S, on average outperforms UDVD and FastDVDnet trained
on the full DAVIS dataset (indicated by ∗) and MF2F which fine-tunes a pre-trained FastDVDNet on
each individual video. The best performing method for each video is highlighted in bold and the best
performing method in each block is highlighted in italics. The tennis-vest video is from DAVIS and the
rest of the 8 videos are from Set8.

1. DAVIS [106]: We take all the 30 sequences from the test set of the DAVIS Challenge 2017.

2. Set8 [130]: Following FastDVDNet [130], we use 4 sequences from the GoPro set (hyper-

smooth, motorbike, rafting, snowboard) and 4 sequences from the Derfs Test Media Collec-

tion (park_joy, sunflower, touchdown, tractor).

3. Derfs: Following [29], we use 7 sequences from the Derfs Test Media Collection, which are

park_joy, sunflower, touchdown, tractor (shared with Set8), and blue_sky, old_town_cross,

pedestrian_area. We use the first 85 frames from each sequences with a spatial-resolution

of 960 × 540 [130].
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𝜎 = 90

ten-v snow hyper raft motor trac sunf touch park mean

No. of frames 75 59 37 29 32 85 85 85 85 -

No Aug (without ES) 24.13 22.89 22.04 20.99 20.06 24.84 25.98 25.67 23.35 23.33
No Aug (with ES) 30.15 25.49 27.48 26.05 23.79 28.18 31.91 29.87 25.46 27.60
F (without ES) 27.21 24.42 24.05 23.32 21.84 27.42 29.53 28.01 25.03 25.65
F (with ES) 30.35 25.60 27.72 26.16 23.89 28.71 32.17 29.93 25.59 27.79
F+TR (without ES) 27.11 24.77 24.25 23.55 21.98 27.80 30.22 28.56 25.44 25.96
F+TR (with ES) 30.40 25.59 27.75 26.16 23.92 28.63 32.18 29.96 25.62 27.80

UDVD∗ 28.78 25.16 26.78 25.81 23.57 26.42 29.04 28.71 24.23 26.50
FastDVDnet∗ 29.44 25.25 27.30 26.35 23.68 27.42 30.29 29.61 24.72 27.12

MF2F - 8 sigmas 28.79 25.04 27.14 26.21 23.56 26.89 29.19 29.04 24.35 26.69
MF2F - online no teacher 28.35 25.12 26.67 26.07 23.39 27.28 30.01 29.49 24.64 26.78
MF2F - online with teacher 29.44 25.25 27.30 26.35 23.68 27.42 30.09 29.53 24.71 27.08
MF2F - offline no teacher 28.70 25.17 26.64 26.02 23.41 27.42 30.29 29.60 24.72 26.89
MF2F - offline with teacher 28.79 25.25 27.22 26.31 23.62 27.34 30.29 29.61 24.69 27.01

Table B.4: Results for UDVD and MF2F trained on individual noisy videos for 𝜎 = 90. The
top block show PSNR values for UDVD trained on each individual video sequence with and without
data augmentation (spatial flipping(F) and time-reversal(TR)) and early stopping (ES). Early stopping
was performed using the last 5 frames of each video as the held-out set. The last block shows the
result of running MF2F [29] with all the 5 different fine-tuning scheme proposed in Ref. [29]. With the
augmentations and early stopping, UDVD-S, on average outperforms, UDVD or FastDVDnet trained on
the full DAVIS dataset (indicated by ∗) and MF2F which fine-tunes on a pre-trained FastDVDNet on
each individual video. The best performing method for each video is highlighted in bold and the best
performing method in each block is highlighted in italics. The tennis-vest video is from DAVIS and the
rest of the 8 videos are from Set8.

4. Vid3oC [62]: We use the first 10 sequences (000 to 009) out of the 50 available sequences.

B.4.2 Ablation study

We train UDVD-S on 128× 128 patches extracted from the noisy video. (see Section B.1.3) for

more details). For each patch, we apply each of the following data augmentations at random:

1. Spatial flipping: We flip all the 5 input patches vertically or horizontally. This operation

only rearranges the pixel location and does not combine the pixel together in anyway,

making sure that the noise statistics is still preserved after the augmentation.
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2. Time reversal: We reverse the order of frames in the input to generate a new video. Like

spatial flipping, this operation also preserves the noise statistics.

In addition to data augmentation, we employ early stopping by choosing the model param-

eters which produced the best error on a a held-out set of frames. We pick the last 5 frames of

each video as our held out set. Tables B.3 and B.4 show an ablation study over data augmenta-

tions and early stopping for 9 different videos at two different noise levels, 𝜎 = 30 and 𝜎 = 90.

Across videos and noise levels, data augmentation and early stopping significantly increase the

performance of our method.

B.5 Denoising Results on Real-world Datasets

Raw videos: The estimated ground truth, noisy raw data [147], and the denoised videos obtained

with UDVD can be found on the official github repository (raw_video.mp4). The videos were

converted to RGB for illustration.

As discussed in Section 3.5, UDVD was directly trained on the mosaiced raw videos. Existing

unsupervised video denoising methods, like MF2F [29], cannot be applied directly on this dataset

as their pre-trained backbone expects an input in the RGB domain. In Ref. [29], the authors con-

vert mosaiced videos into the RGB domain, apply MF2F [29] and transform the denoised RGB

videos back.

Fluorescence and electronmicroscopy data: The noisy fluorescence microscopy and electron

microscopy data, and the denoised videos obtainedwith UDVD can be found on the official github

repository (fluoro_1.mp4, fluoro_2.mp4 and electron.mp4).
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B.6 Generalization Across Noise and Frame Rate

Ideally, a denoiser should be able to denoise videos corrupted at a wide range of noise lev-

els. This is usually achieved by training the CNN on examples corrupted with a range of noise

strength [129, 130, 150]. The range of noise levels on which the network is trained is called the

training range of the network.

Generalization outside the training range: The authors of [96] showed that CNNs trained

for image denoising generalize well on test images corrupted with noise in the training range,

but fails catastrophically when corrupted with noise strength outside the training range. The au-

thors provided evidence that the overfitting is due to additive terms in the convolutional layers

(and BatchNorm [55] ) and showed that a CNN with no additive terms, called a bias-free CNN

generalizes well outside the training range. UDVD uses a bias-free architecture and generalizes

well to noise levels outside its training range (Fig B.2).

Generalization across frame rates: To test generalization across frame rates, we simulated

faster videos by skipping frames of videos in Set8. Fig B.2 shows that UDVD generalizes robustly

to faster videos andmaintains a significant gain in performance over single-image denoising even

when tested on videos where a large number of frames have been skipped (i.e. at a very low frame

rate).
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Figure B.2: Generalization across noise levels and frame rates. (left) UDVD trained at only 𝜎 = 30
generalizes well to noise levels not seen during training. The plotted points represent mean PSNR values
evaluated on Set8. (right) UDVD generalizes well to faster videos (created by skipping frames) and
consistently outperforms a baseline image denoiser (UDVD with a single input frame, shown as a green
dashed line).

B.7 Analysis of CNN-based Video Denoising

B.7.1 Natural Videos

In Section 3.6 we examined the equivalent filters and illustrated that UDVD learns to denoise

by performing an average over a spatiotemporal neighbourhood of each pixel. Here we examine

equivalent filters for more videos and a supervised CNN (FastDVDnet) and show that similar

observations hold.

Adaptive filtering: Fig B.4 and B.5 shows filters computed at a pixel for 2 different videos at 4

different noise levels. The filters adapt to the underlying signal content. They span larger areas

as the noise level increases. These observations also holds for FastDVDnet, which is trained with

supervision (Fig B.6)

Contribution of neighbouring frames for denoising: UDVD tends to ignore temporally dis-

tant frames at lower noise levels as shown in Fig B.4 and B.5. This phenomenon is quantified in

Fig B.3 by plotting the contribution of each frame to the denoised pixel by averaging over 5000
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pixels from 250 random patches of size 128 × 128. At higher noise levels, UDVD seems to use

distant frames more. This is consistent with the ablation study, which shows that for higher noise

levels using more surrounding frames improves the denoising performance. Similar results hold

for supervised CNN FastDVDnet, as shown in Fig B.6.

Local Averaging: The weighting functions or equivalent filters perform an approximate aver-

aging operation. They are mostly non-negative (although they do have some negative entries as

depicted in blue in Fig B.4, B.5, ?? and ??) and they approximately sum up to one (see Fig B.3).

B.7.2 Real-world Data

Equivalent filters for the raw video, the fluorescence-microscopy and the electron-microscopy

data are shown in Fig B.7. The fluorescence -microscopy data have a low noise level. As expected

from the results on natural videos (see Section B.3), the weighting functions are mostly confined

to the middle frame (as quantified in Fig B.3). In the electron-microscopy dataset the weighting

functions shows that the network relies on adjacent frames to estimate the denoised (as quantified

in Fig B.3).

B.7.3 Motion Estimation

Figures B.4 and B.5 show that the equivalent filters in adjoining frames are automatically

shifted spatially to account for the movement of objects in the videos. We extracted motion in-

formation using the shift as explained in Section 6. Figures B.8, B.9, ?? and ?? show additional

examples for UDVD and FastDVDnet. The estimated optical flow is mostly consistent with the es-

timated obtained by DeepFlow [139] applied on the clean videos. The motion estimates obtained

from the equivalent filters tends to be less accurate for pixels near strongly correlated features or

highly homogeneous regions where the local motion is ambiguous.
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Figure B.3: Quantitative analysis of equivalent filters. Left column: The graphs show the sum of the
entries of the equivalent filters in each frame, averaged over 5000 pixels from 250 random patches of size
128× 128. For all datasets, the central frame dominates. For the DAVIS dataset (top), the contribution
from the other frames increases with the noise level. For the fluorescence-microscopy data (mid) the
contribution of the other frames is rather low, due to the high signal-to-noise ratio. For the electron-
microscopy dataset the contribution of the other frames is larger (bottom). Right column: Histogram
of the sum of all entries in the equivalent filters (over all 5 frames) for 5000 pixels from 250 random
patches of size 128× 128 from the DAVIS test set (top), the fluorescence-microscopy dataset (mid) and
the electron-microscopy dataset (bottom). For the DAVIS and fluorescence-microscopy datasets, the
filters sum to 1 in most cases. The peak of electron microscopy deviates significantly from 1. This could
be due to the noise model, which has non-Gaussian characteristics (it is Poisson with low counts).
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Figure B.4: Video denoising as spatiotemporal adaptive filtering; giant-slalom video from the
DAVIS dataset. Visualization of the linear weighting functions (𝑎(𝑘 , 𝑖), Section 3.6) of UDVD. The left
two columns show the noisy frame 𝑦𝑡 at four levels of noise, and the corresponding denoised frame, 𝑑𝑡 .
Weighting functions 𝑎(𝑘 , 𝑖) corresponding to the pixel 𝑖 (at the intersection of the dashed white lines), for
five successive frames, are shown in the last five columns. The weighting functions adapt to underlying
image content, and are shifted to track the motion of the skier. As the noise level 𝜎 increases, their
spatial extent grows, averaging out more of the noise while respecting object boundaries. The weighting
functions corresponding to the five frames approximately sum to one, and thus compute a local average
(although some weights are negative, depicted in blue) as explained in Section B.7.1.
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Figure B.5: Video denoising as spatiotemporal adaptive filtering; rafting video from the GoPro
dataset. Visualization of the equivalent filters, as described in Fig B.4.
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Figure B.6: Video denoising using FastDVDnet as spatiotemporal adaptive filtering; bus video
from the DAVIS dataset. Visualization of the linear weighting functions (𝑎(𝑘 , 𝑖), Section 3.6) of
FastDVDnet which is trained with supervision. The left two columns show the noisy frame 𝑦𝑡 at four
levels of noise, and the corresponding denoised frame, 𝑑𝑡 . Weighting functions 𝑎(𝑘 , 𝑖) corresponding to
the pixel 𝑖 (at the intersection of the dashed white lines), for five successive frames, are shown in the
last five columns. The weighting functions adapt to underlying image content, and are shifted to track
the motion of the stop sign. As the noise level 𝜎 increases, their spatial extent grows, averaging out
more of the noise while respecting object boundaries. The behavior is very similar to the corresponding
filters of UDVD as shown in Fig ??.
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Figure B.7: Equivalent filters of UDVD when applied to real-world data. Visualization of the
linear weighting functions (𝑎(𝑘 , 𝑖), Section 3.6) of UDVD trained to denoise raw video, fluorescence
and electron microscopy data. The left two columns show the noisy frame 𝑦𝑡 and the corresponding
denoised frame, 𝑑𝑡 . Weighting functions 𝑎(𝑘 , 𝑖) corresponding to the pixel 𝑖 (at the intersection of
the dashed white lines), for five successive frames, are shown in the last five columns. In raw video
data and fluorescence-microscopy data, the contributions from neighbouring frames are smaller. For
electron-microscopy data they are larger (see also Fig B.3).
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𝜎 (a) Noisy Frame (b) DeepFlow on Clean
Frame (c) FastDVDnet (d) Ours
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Figure B.8: CNNs trained for denoising automatically learn to perform motion estimation.
(a) Noisy frame from giant-slalom video in the DAVIS dataset. (b) Optical flow direction at multiple
locations of the image obtained using a state-of-the-art algorithm applied to the clean video. Optical flow
direction estimated from the shift of the adaptive filter obtained from the gradients of (c) FastDVDnet
and (d) UDVD, both of which are trained with no optical flow information. FastDVDnet is trained with
supervision. Optical flow estimates are well-matched to those in (b), but are not as accurated at oriented
features, and in homogeneous regions where local motion is not well defined (e.g. in the background).
Each row corresponds to a different noise levels. At higher noise levels, the networks perform averages
over more frames, improving the motion estimation results.
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𝜎 (a) Noisy Frame (b) DeepFlow on Clean
Frame (c) FastDVDnet (d) Ours
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Figure B.9: CNNs trained for denoising automatically learn to perform motion estimation;
rafting video from Set8. Motion estimated from the gradients of UDVD and FastDVDnet. See
description of Figure B.8.
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C | GainTuning

C.1 Datasets

We perform controlled experiments on datasets with different signal and noise structure to

evaluate the broad applicability of GainTuning (see Figure C.1 for a visual summary of datasets).

We describe each dataset below:

Generic natural images. We use 400 images from BSD400 [87] dataset for pre-training CNNs.

We evaluate on two test sets, Set12 and Set68, with 12 and 68 images, respectively [150].

Images of urban scenes. We evaluate generalization capabilities of GainTuning using a dataset

of images captured in urban settings, Urban100 [53]. These images often contain repeating pat-

terns and structures, unlike generic natural images (see Figure C.1). We evaluate GainTuning on

the first 50 images from this dataset.

Images of scanned documents. Weuse images of scanned documents from the IUPR dataset [17].

We resized the images in IUPR dataset by a factor of 6, and used the first 50 images from the dataset

for evaluation.

Simulated piecewise constant images. We use a dataset of simulated piecewise constant im-

ages. These images have constant regions with boundaries consisting of various shapes such as

circles and lines with different orientations. The constant region has an intensity value sampled

from a uniform distribution between 0 and 1 (see Figure C.1). These piecewise constant images

provide a crude model for natural images [73, 88, 105], and a CNN pre-trained on this dataset pro-
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vides a substrate for testing the ability of GainTuning to adapt to the complexity of real-world

images.

C.2 Details of pre-training and GainTuning

In this section, we describe the implementation details of the pre-training process and our

proposed GainTuning framework.

While performing GainTuning, we introduce a scalar multiplicative parameter (gain) in every

channel of the convolutional layers in the denoising CNN.We do not introduce gain parameters in

the last layer of the network. We describe the general optimization process for GainTuning here,

and describe any additional modifications for specific datasets in the supplementary material of

Ref. [94].

Data. We performGainTuning on patches extracted from the noisy image. We extracted 400×400

patches for the electron microscopy dataset, and 50× 50 patches for all other datasets. We do not

perform any data augmentation on the extracted patches.

BatchNorm layers during GainTuning. If the denoising CNN contains batch normalization

(BN) layers (only DnCNN [150] and BFCNN [96] in our experiments), we freeze their statistics

while performing GainTuning. That is, we do not re-estimate the mean and standard deviation

parameter for each layer from the test data. Instead, we re-use the original values estimated from

pre-training dataset.

Optimization for GainTuning. We use Adam [64] optimizer. We empirically find that training

for 100 steps with a starting learning rate of 10−4 which is reduced to 10−5 after the 20th step

performs well across most situations (see sections below for hyper-parameters used in different

experiments). Here, we define each step as a pass through 5000 random patches extracted from

the test image. When performing experiments which compare optimizing all parameters to op-

timizing only gain during the adaptation process, we kept the learning rate constant at 10−5 for
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BSD68 Urban100

IUPR Piecewise constant images

Figure C.1: Example images from different dataset. Nine images chosen at random from each
dataset. 133



both options, and trained for 1000 steps.

C.3 Approximation for SURE

Let x be an𝑁 -dimensional ground-truth random vector x and let y := x+n be a corresponding

noisy observation, where n ∼ N(0,𝜎2
𝑛I). Stein’s Unbiased Risk Estimator (SURE) provides an ex-

pression for the mean-squared error between x and the denoised estimate 𝑓𝜃 (y) (where 𝑓𝜃 denotes

an arbitrary denoising function), which only depends on the distribution of noisy observations y:

Ex,y

[
1
𝑁

∥x − 𝑓𝜃 (y)∥2
]
= Ey

[
1
𝑁

∥y − 𝑓𝜃 (y)∥2 − 𝜎2 + 2𝜎2

𝑁

𝑁∑︁
𝑘=1

𝜕(𝑓𝜃 (y)𝑘)
𝜕y𝑘

]
(C.1)

The last (divergence) term in the equation is costly to compute. Therefore, we make use of a

Monte Carlo approximation of SURE introduced by Ref. [112]:

𝑁∑︁
𝑘=1

𝜕(𝑓𝜃 (y)𝑘)
𝜕y𝑘

≈ 1
𝜖𝑁

⟨ñ, 𝑓𝜃 (y + 𝜖ñ) − 𝑓𝜃 (y)⟩ (C.2)

where ⟨x,y⟩ represents the dot product between x and y, �̃� represents a sample fromN(0, 1),

and 𝜖 represents a fixed, small, positive number. We set 𝜖 = 𝜎×1.4×10−4 for our computational ex-

periments [123]. Equation (C.2) has been used in the implementation of several traditional [112],

and deep learning based [91, 123, 124] denoisers.

C.4 GainTuning prevents overfitting

We perform controlled experiments to compare test-time updating of (1) all parameters of a

CNN, and (2) only the gain parameters. We briefly describe each experiment and our findings in

this section.

Comparison across different cost functions. We fine-tune (a) all parameters, and (b) only gain
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parameters of a DnCNN [150] model when the test image is (1) in-distribution, (2) corrupted with

out-of-distribution noise and (c) contains image features which are different from the training

set. Fine-tuning only the gain parameters outperforms fine-tuning all parameters in all of these

situations for different choices of cost functions (see Figures C.2, C.3 and C.4)

Comparison across different architectures. We fine-tune (a) all parameters, and (b) only

gain parameters of a DnCNN [150], BFCNN [96] and, UNet [116] model when the test image

is (a) in-distribution, (b) corrupted with out-of-distribution noise and (c) contains image features

which are different from the training set. Fine-tuning only the gain parameters often outperforms

fine-tuning all parameters in all of these situations for different choices of cost functions (see

Figure C.5). Figure C.5 shows results for a CNN trained on generic natural images and tested on

images of urban scenes. In this case, training all parameters of the CNN outperforms training

only the gains (see Section 4.7 for a discussion). Interestingly, training gains is comparable to

training all parameters when we corrupt the images from urban scenes with a noise level that is

also outside the training range (see Figure C.6).

GainTuning does not require early stopping. Optimizing all parameters of a CNN during

adaptation often results in overfitting (see Figure C.5). In contrast, optimizing only the gain pa-

rameters for longer periods of time results improves performance without overfitting (FigureC.7).

Real electron microscopy data. We fine-tune (a) all parameters, and (b) gain parameters to

adapt a CNN to real images of nanoparticle acquired through an electron microscope. The CNN

was pre-trained on the simulated data described in Section C.1. Optimizing only the gain param-

eters outperforms optimizing all parameter and does not require early stopping (Figure C.8)

GainTuning outperforms fine-tuning last few layers of the CNN. We compared GainTun-

ing to selectively fine-tuning last 𝑛 layers for DnCNN with 𝑛 = 20 layers. GainTuning out-

performed fine-tuning last layers by a substantial margin (see Table C.1 for details). Note that

gains only constitute 1.15K or 0.17% of the parameters, while fine-tuning only the last 2 layers is

37K or 5.63% parameters (about 33x more than the number of gains). The in-distribution and out-
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Figure C.2: GainTuning prevents overfitting. Comparison of adaptive training of all network pa-
rameters, and GainTuning (training of gains only), using two different unsupervised objectives - SURE
(top) and noise resampling (bottom). The distributions of performance improvements are shown as box
plots. See Figure C.3 for corresponding scatterplots. For in-distribution, we evaluate a CNN pre-trained
on natural images corrupted with Gaussian noise of standard deviation 𝜎 ∈ [0, 55] on natural images
(Set12) at 𝜎 = 30. For out-of-distribution noise we evaluate natural images (Set12) at 𝜎 = 70. For
out-of-distribution signal we evaluate a CNN trained on piecewise constant images at 𝜎 ∈ [0, 55] on
natural images (set12) at 𝜎 = 30. Please refer to Section C.5 for details.

of-distribution noise consists of adapting a DnCNN trained on natural images with 𝜎 ∈ [0, 55]

for natural images (Set12) with 𝜎 = 30 and 𝜎 = 70 respectively. We adapted a CNN trained on

piecewise constant images with 𝜎 ∈ [0, 55] to natural images (Set12) with 𝜎 = 30 for out-of-

distribution signal experiments.

C.5 Performance of GainTuning

C.5.1 In-distribution test image

Different architectures. We evaluated DnCNN [150], UNet [116] and BFCNN [96] architectures

for this task. All models were trained on denoising Gaussian white noise of standard deviation

𝜎 ∈ [0, 55] from generic natural images. Results of DnCNN and UNet are presented in Figure 4.3

in the main paper. Results for the BFCNN architecture are provided in Table C.2.
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Figure C.3: GainTuning prevents overfitting. Performance obtained from adaptively training all
network parameters (blue points), compared to GainTuning (orange points) using the SURE loss, plotted
against performance of the originally trained network. Each data point corresponds to one image in
the dataset. The dashed line represents the identity (i.e., no improvement). Training all parameters
(blue points) often leads to degraded performance, but training only the gains (orange points), leads
to an improvement. For in-distribution test images, we evaluate a CNN pre-trained on natural images
corrupted with Gaussian noise of standard deviation 𝜎 ∈ [0, 55] on natural images (Set12) at 𝜎 = 30.
For out-of-distribution noise we test on natural images (Set12) at 𝜎 = 70. For out-of-distribution signal
we test a CNN trained on piecewise constant images at 𝜎 ∈ [0, 55] on natural images (set12) at 𝜎 = 30.
Please refer to Section C.5 for details.
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Figure C.4: GainTuning prevents overfitting. Comparison of adaptive training of all network param-
eters, and GainTuning (training of gains only) using blind-spot cost function. The distribution of the
gain in performance is visualized as a box plot. For in-distribution, we evaluate a CNN pre-trained on
natural images corrupted with Gaussian noise of standard deviation 𝜎 ∈ [0, 55] on natural images (Set12)
at 𝜎 = 30. For out-of-distribution noise we evaluate natural images (Set12) at 𝜎 = 70 (Gaussian noise),
and 𝜁 = 0.5 for Poisson noise. For out-of-distribution signal we evaluate a CNN trained on piecewise
constant images at 𝜎 ∈ [0, 55] on natural images (Set 12) at 𝜎 = 30. We used network architecture in
[68] for our experiments.

Different cost functions. We provide the results of evaluating DnCNN architecture with dif-

ferent cost functions in Table C.6.

C.5.2 Out-of-distribution noise

DifferentArchitectures. We summarize the results usingDnCNN in Table 4.4 in themain paper.

Figure C.5 shows that the UNet architecture is also able to generalize to out-of-distribution noise.

Different Loss Functions. We provide the results of evaluating DnCNN architecture with dif-

ferent cost functions in Table C.6.

Comparison to baselines. Table C.3 summarizes the result of evaluating a DnCNN trained on

generic natural images for 𝜎 ∈ [0, 55] on a test set of generic natural images corrupted with

𝜎 = {70, 80}, which is outside the training range of the network. GainTuning is able to generalize
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In distribution. Natural images (𝜎 ∈ [0, 55])→ Set12 (𝜎 = 30)
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Out-of-distribution noise. Natural images (𝜎 ∈ [0, 55])→ Set12 (𝜎 = 70)
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DnCNN UNet BFCNN
Figure C.5: GainTuning prevents overfitting. We compare training all parameters of the network
(blue) and only the gain parameters (orange) during the adaptation process. All architectures are trained
using the SURE cost function.
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Figure C.6: Out-of-distribution noise and signal. We compare training all parameters of the network
(blue), and only the gain parameters (orange) during the adaptation process. The CNN is pre-trained
on generic natural images corrupted with Gaussian noise of standard deviation 𝜎 ∈ [0, 55]. We apply
GainTuning to adapt it to images of urban scenes (high self-similarity, hence different signal character-
istics from natural images) corrupted with 𝜎 = 70 (which is outside the training range of noise). All
architectures are trained using the SURE cost function.
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In-distribution
Natural images (𝜎 ∈ [0, 55]) → Set12 𝜎 = 30

Out-of-distribution noise
Natural images (𝜎 ∈ [0, 55])→ Set12 𝜎 = 70
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Figure C.7: GainTuning does not require early stopping. We plot the improvement in performance
achieved by GainTuning with the number of iterations. Each iteration step is a pass through 10000
random 50× 50 patch extracted from the image. The performance achieved by optimizing only the gain
parameters remains constant or monotonically increases with iteration, while training all parameters
often overfits (see Figure C.5)
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Figure C.8: GainTuning prevents overfitting in TEM data. We compare training all parameters
and only the gain parameters while adapting a CNN pre-trained on simulated TEM data to real TEM
data. Training all parameters clearly overfits to the noisy image. Each gradient step is updated over
two random patches of size 400 × 400.

142



Fine-tuning

All params Last 𝑛 layers Only gains
𝑛 = 10 𝑛 = 4 𝑛 = 3 𝑛 = 2 𝑛 = 1

Num. params
(% of total params)

668,225
(100%)

334,081
(49.95%)

111,745
(16.72%)

74,689
(11.18%)

37,633
(5.63%)

577
(0.09%)

1,152
(0.17%)

in-distribution -0.33 0.09 0.05 0.04 0.04 0.06 0.14
out-of-distr.

noise 1.92 1.92 2.05 2.06 2.10 2.13 3.11

out-of-distr.
signal -4.48 0.92 1.12 1.06 0.93 0.83 1.45

Table C.1: GainTuning vs selectively fine-tuning last few layers. We compared GainTuning to
selectively fine-tuning last 𝑛 layers for a DnCNN with 𝑛 = 20 layers. Table entries indicate the change
in performance (i.e., the performance in PSNR after fine-tuning minus the PSNR of the pre-trained
network - larger positive values are better). Across different tasks, GainTuning outperformed fine-
tuning last layers by a significant margin. The in-indistribution and out-of-distribution signal consists of
adapting a DnCNN trained on natural images with 𝜎 ∈ [0, 55] for natural images (Set12) with 𝜎 = 30
and 𝜎 = 70 respectively. We adapted a CNN trained on piecewise constant images with 𝜎 ∈ [0, 55] to
natural images (Set12) with 𝜎 = 30 for out-of-distribution signal experiments.

effectively to this out-of-distribution test set. GainTuning achieves comparable performance to

a network trained with supervision on a large range of noise levels (𝜎 ∈ [0, 100]), and a bias-

free model which is explicitly designed to generalize to noise levels outside the training range.

GainTuning also outperforms LIDIA [133] (a specialized architecture and adaptation procedure).

and Self2Self [110] (a method trained exclusively on the test image).

C.5.3 Out-of-distribution image

Different Architectures. We summarize the results using DnCNN in Table 4.4 in the main

paper. Figures C.5 show that the UNet and BFCNN architectures are also able to generalize to

test data with different characteristics from the training data when adapted using GainTuning .

Different Loss Functions. We provide the results of evaluating the DnCNN architecture with

different cost functions in Table C.6.
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Model 𝜎
Set12 Set68

Pre-trained GainTuning Pre-trained GainTuning

BFCNN 30 29.52 29.61 28.36 28.45

Table C.2: Results for BFCNN. Results for BFCNN [96] architecture trained on BSD400 dataset
corrupted with Gaussian noise of standard deviation 𝜎 ∈ [0, 55]. Results for other architectures are
provided in Section 4.5.1.

Test set 𝜎
Trained on 𝜎 ∈ [0, 55] Baselines

Bias Free
Model [96]

Trained on
𝜎 ∈ [0, 100]

LIDIA [133] S2S [110]
Pre-trained GainTuning Pre-trained Adapted

Set12 70 22.45 25.54 25.59 25.50 23.69 25.01 24.61
80 18.48 24.57 24.94 24.88 22.12 24.17 23.64

BSD68 70 22.15 24.89 24.87 24.88 23.28 24.57 24.29
80 18.72 24.14 24.38 24.36 21.87 23.97 23.65

Table C.3: GainTuning for out-of-distribution noise. We evaluate a DnCNN trained on generic
natural images for 𝜎 ∈ [0, 55] on a test set of generic natural images corrupted with 𝜎 = {70, 80},
which is outside the training range of the network. GainTuning is able is generalize effectively to this
out-of-distribution test set. GainTuning achieves comparable performance to a network trained with
supervision on a large range of noise levels (𝜎 ∈ [0, 100]) an bias-free models which is an architecture
explicitly designed to generalize to noise levels outside the training range. GainTuning also outperforms
LIDIA [133], a specialized architecture and adaptation procedure, and Self2Self [110], a method trained
exclusively on the test image.

Comparison to baselines. Results of comparison to LIDIA [133], a specialized architecture to

perform adaptation, and Self2Self [110] a method trained exclusively on the test image is sum-

marized in Table C.5. While GainTuning outperforms LIDIA, it does not match the performance

of Self2Self (see Section 4.7 for a discussion on this).

C.5.4 Out-of-distribution noise and image

We evaluated the ability of GainTuning to adapt to test images which have different charac-

teristics from those in the training set, and are additionally corrupted with a noise distribution

that is different from the noise in the training set. Figure C.6 shows that GainTuning is successful
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(a) 𝜁 CNN trained on Gauss. 𝜎 ∈ [0, 55] (d) Bias-free CNN trained
on Gauss. 𝜎 ∈ [0, 55]

Improvement after GainTuning

(b) Pre-trained (c) GainTuning (e) Maximum (f) Minimum

1 17.58 21.07 17.91 4.79 2.25
0.5 20.19 22.50 20.12 3.43 1.11
0.1 25.28 25.99 24.88 1.16 0.34

Table C.4: CNN trained on Gaussian noise generalizes to Poisson noise. Results on applying
GainTuning to a CNN pre-trained on additive Gaussian noise (which has spatially uniform variance)
to test data corrupted by Poisson noise (where the variance depends on the underlying pixel values
and is hence spatially variant). We evaluate on Poisson noise with three different scaling 𝜁 values (a),
where a larger value of 𝜁 implies that the image is more noisy (if 𝑥 is a clean image, the noisy image
𝑦 is sampled from 𝜁Pois(𝑥/𝜁 ) where Pois(𝜆) is the PMF of Poisson distribution with parameter 𝜆).
Applying GainTuning on the CNN improves its performance (b) by a significant margin (c). GainTuning
on the pre-trained CNN also outpeforms its bias-free counterpart (d), which is designed to generalize
well to Gaussian noise outside the training range. The maximum improvement in PSNR (e) obtained by
applying GainTuning to the pre-trained CNN (b) is substantial, and the minimum improvement in PSNR
(f) is non-trivial. The CNN used here is [47] and was pre-trained on BSD400 dataset. GainTuning was
performed to adapt to Set12 with Poisson noise.

in this setting. The CNN was pre-trained on natural images corrupted with Gaussian white noise

of standard deviation 𝜎 ∈ [0, 55]. We used GainTuning to adapt this CNN to a test set of images

taken in urban setting (see Section C.1 for a discussion on how it is different from natural images),

corrupted with Gaussian noise of standard deviation 𝜎 = 70 (which is outside the training range

of [0, 55]).

C.5.5 Different loss functions

GainTuning can be used in conjunction with any unsupervised denoising cost function. We

explore three different choices - SURE, noise resampling, and blind-spot cost functions (see Sec-

tion 4.4), and summarize our finding in Table C.6.

SURE loss outperforms other choices in most experiments. Noise resampling has comparable

performance to SURE when the test data is in-distribution, or when it is corrupted with out-

of-distribution noise. However, noise resampling generally under-performs SURE when the test

images have different features from the training images. A possible explanation for this is that
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Training
Data

Test
Data

DnCNN [150] Baselines

LIDIA [133] S2S [110]
Pre-trained GainTuning Pre-trained Adapted

(a) Piecewise
constant

Natural
images 27.31 28.60 - - 29.21

(b) Natural
images

Urban
images 28.35 28.79 28.54 28.71 29.08

(c) Natural
images

Scanned
documents 30.02 30.73 30.05 30.23 30.86

Table C.5: GainTuning for out-of-distribution images. GainTuning generalizes robustly when the
test image has different characteristics than the training data. We demonstrate this through three
different experiments. (a) GainTuning provides an average of 1.3 dB in performance while adapting
a CNN trained on simulated piecewise constant dataset to natural images. This controlled setting
demonstrates the capability of GainTuning to adapt from a simple simulated training set to a significantly
more complex real dataset. (b) GainTuning provides an average of 0.45 dB improvement in performance
when a CNN trained on natural images is adapted to a dataset of images taken in urban settings. These
images display a lot of repeating structure (see Section C.1) and hence has different characters than
generic natural images. Similarly, (c) GainTuning provides an average of 0.70 dB improvement in
performance when a CNN pre-trained on natural images is adapted to images of scanned documents.
While GainTuning outperforms LIDIA [133], a specialized architecture designed for adapting, it does not
match the performance of Self2Self (see Section 4.7 for a discussion on this). As noted in Section 4.5.3,
we did not train LIDIA for (a).
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noise resampling relies on the initial denoised image to fine-tune and, therefore, it may not be

able to exploit features which are not present in the initial estimate. In contrast, the SURE cost

function is computed on the noisy test image itself, thereby enabling it to adapt to features that

the pre-trained network may be agnostic to.

Finally, adapting using blind-spot cost function often under-performs both SURE and noise

resampling. The difference in performance is reduced at higher noise levels (see also Section 4.5.4

where we use blind-spot cost function for experiments with real TEM data with very high noise).

The reason for this could be that at higher noise levels, the information contained in a single

pixel becomes less relevant for computing the corresponding denoised estimate (in fact, the reg-

ularization penalty on “self pixel‘ for SURE cost function (Section 4.4) increases as the noise

level increases). Therefore, the loss of performance incurred by the blind-spot cost function is

diminished. At lower noise levels (particularly when the images are in-distribution), adapting

using blind-spot cost function will force the pre-trained network to give up using the “self pixel“,

which results in a degraded performance. An alternative to adapting a generic pre-trained net-

work using blind-spot architecture is to use a CNN that is architecturally constrained to include

a blind-spot. In Table C.7, we show that adapting such a CNN using blind-spot loss improves the

performance its performance. However, the overall performance of this architecture is in general

lower than the networks which also use the “self pixel“. We refer interested readers to Ref. [67,

68, 141] for approaches to incorporate the noisy pixel into the denoised estimate.
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GainTuning with

Pre-training SURE Noise
resampling

Blind-spot
(Noise2Self [8])

in distribution
Set12 29.52 29.62 29.63 29.50
BSD68 28.39 28.46 28.40 28.36

out-of-distribution
noise

Set12 18.48 24.57 24.11 22.93
BSD68 18.72 24.14 23.65 22.50

out-of-distribution
image

Piecewise constant→
Natural images 27.31 28.60 28.29 27.39

Natural images →
Urban100 28.35 28.79 28.79 28.29

Natural images →
Scanned documents 30.02 30.73 30.57 29.23

Table C.6: Different loss functions for GainTuning. Comparison of the performance of GainTuning
when used in conjunction with three different loss functions. SURE loss outperforms other choices in
most experiments. Noise resampling has comparable performance to SURE when the test data is in-
distribution, or when it is corrupted with out-of-distribution noise. However, noise resampling generally
under-performs SURE when the test images have different features from the training images. This maybe
because such features are absent from the initial denoised estimate (see Section 4.4 for a description
of the different loss functions). Finally, optimizing using blind-spot cost functions often under-performs
both SURE and noise resampling, but the difference in performance is reduced as the test noise increases
(see also Section 4.5.4 where we use blind-spot cost function for experiments with real TEM data with
very high noise). This may be because, at lower noise levels, the information contained in a pixel is
often crucially important to compute its denoised estimate, and blind-spot cost function ignores this
information (see Section 4.4). Here, we implemented blind-spot cost function through masking [8], see
Table C.7 for results where the implemented blind-spot cost function as an architectural constraint [68].
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in-distribution out-of-distribution image

Set12 BSD68 Urban100
(urban scenes)

IUPR
(scanned documents)

Pre-trained 27.92 26.47 26.59 28.25

GainTuning 27.92 26.61 26.85 28.40

Table C.7: GainTuning using architecturally constrained blind-spot cost function. We perform
GainTuning using blindspot network [68] which is architecturally constrained to estimate a denoised
pixel exclusively from its neighbouring pixels (excluding the pixel itself). The network was pre-trained
on generic natural images corrupted with Gaussian noise of standard deviation 𝜎 ∈ [0, 55]. Performing
GainTuning on this always increases its performance, unlike GainTuning on a generic architecture trained
with supervision and adapted using blind-spot loss implemented via masking. However, note the overall
performance of this architecture is in general lower than the networks which also use the “self pixel“. We
refer interested readers to Ref. [67, 68, 141] for approaches to incorporate the information in noisy pixel
back into the denoised output, thus potentially improving the performance. Our blind-spot architecture
generalizes robustly to out-of-distribution noise (since it is bias-free [96]), and therefore we do not
include an out-of-distribution noise comparison in this table.
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D | Application to electron microscopy

data

D.1 Data simulation

D.1.1 Simulation process

The simulated TEM image datasetwas generated using themulti-slice image simulationmethod,

as implemented in the Dr. Probe software package [7]. In the multi-slice approach, the modeled

specimen is sectioned into many thin slices (here they are 0.167 Angstroms thick), and quantum

mechanical calculations are performed to simulate the incident electron wave function propa-

gating through and interacting with each slice of the material [65]. The resultant wave function

exiting the last slice is then convolved with a point spread function that emulates the effect of

imaging it in the electron microscope. All of the image simulations were performed using an

accelerating voltage of 300 kV with a beam convergence angle of 0.2 mrad and a focal spread of

4 nm. The third-order spherical aberration coefficient (𝐶𝑠 ) was set to be -13 𝜇m. The fifth-order

spherical aberration coefficient (𝐶5) was set as 5 mm. All other aberrations (e.g., 2-fold and 3-fold

astigmatism, coma, star aberration, etc.) were approximated to be negligible. The defocus (𝐶1)

was varied systematically between 0 nm and 20 nm, as discussed below. Image calculations were

computed using a non-linear model including partial temporal coherence by explicit averaging
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Figure D.1: Demonstration of contrast reversal with changes in defocus. (a) Image of the
Pt/CeO2 atomic structural model.(b) to (d) Simulated images under different electron-optical focusing
conditions, emphasizing variations on the Ce and Pt column contrast. In (b), the image shows black
contrast for both Ce and Pt columns. In (c), the Pt columns reverse contrast and now appear white,
while Ce columns become challenging to discriminate. Finally, in (d) all of the atomic columns appear
with white contrast.

and partial spatial coherence, which is treated by a quasi-coherent approach with a dampening

envelope applied to the wave function. An isotropic vibration envelope of 50 pmwas applied dur-

ing the image calculation. Images were simulated with 1024 x 1024 pixels and then later binned

to desired sizes to match the pixel size of the experimentally acquired image series. Finally, to

equate the intensity range of the simulated images with those acquired experimentally, the in-

tensities of the simulated images were scaled by a factor which equalized the vacuum intensity in

a single simulation to the average intensity measured over a large area of the vacuum in a single

0.025 second experimental frame (i.e., 0.45 counts per pixel in the vacuum region).

D.1.2 Experimental parameters

In phase-contrast TEM imaging (the technique employed here), multiple electron-optical and

specimen parameters can give rise to complex, non-linear modulations of the image contrast.

These parameters can include the objective lens defocus, the specimen thickness, the orientation

of the specimen, and its crystallographic shape/structure. Due to the complex image formation

mechanisms, atomic columns of the same material imaged may appear black or white (or some-

where in between, i.e., intermediate) depending on the exact combination of these various factors.
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Figure D.2: Image contrast variations due to thickness and defocus. (a) Image of the Pt/CeO2
atomic structural model. (b1) to (b4) Simulated images at a defocus value of 13 nm, where the
variations of the contrast are due to the thickness of the model, increased from 3 nm to 6nm. (c1) to
(c4) Contrast variations on simulated images due to defocus: the thickness of the model has been kept
constant at 5 nm and the defocus has been tuned to 1 nm, 7 nm, 13 nm, and 18 nm.

Examples of the type of contrast reversal that may occur for a static structure imaged at constant

thickness and tilt are given in Figure D.1. Additionally, images showing the type of contrast vari-

ations that may occur when the support thickness is changed, and how these compare to those

which arise from changes in defocus are given in Figure D.2.

Here, we systematically varied these parameters to generate a large number of cases (approx-

imately 18,000), corresponding to potential combinations that may arise during a real experiment

(see Figure D.3). First, around 100 atomic-scale structural models of CeO2-supported Pt nanopar-

ticles were generated. Each model represents Pt nanoparticles of various size, shape and atomic

structure (e.g., small, medium, or large size, with either faceted or defected surfaces, or some

combination of both), supported on CeO2, which itself may present either a faceted surface or

one characterized by surface defects. Secondly, the thickness of the CeO2 support was varied

from 3 nm to 6 nm along 1 nm increments. One aspect to note is that the thickness variation is

not equally applied to each of the aforementioned models. Third, each resultant model was tilted

from 0◦ to 4◦ about the x and y axes independently in increments of 1◦. Thus, variations from 0◦
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Figure D.3: Summary of parameters considered during the modelling and image simulation
processes. Subset of Pt/CeO2 atomic models presenting variations on the (a) structure and shape of
the nanoparticle and the support, (b) the thickness of the CeO2 slab and (c) the tilt of the atomic
models. Color code for the models matches Pt, Ce and O with grey, yellow and red atoms respectively.
(d) Simulated images under different defocus values.

in x and 0◦ in y, to 4◦ in x and 0◦ in y, or 0◦ in x and 4◦ in y were considered. The final parame-

ter systematically varied in the simulated image dataset was the electron optical defocus. Every

model containing a unique shape/structure, thickness, and tilt (855 total) was imaged under a

range of defocus values which often arise experimentally. Namely, the defocus was varied from 0

nm to 20 nm, along increments of 1 nm. Considering all combinations of the varied parameters,

a total of 17,955 simulated images were generated for training and testing the neural network.

D.1.3 Description of nanoparticle structures

The 3D atomic structural models utilized in this work consist of faceted Pt nanoparticles

that oriented in a [110] zone axis and that are supported on a CeO2 (111) surface which is itself

oriented in the [110] zone axis. This crystallographic configuration corresponds to that which

is often observed experimentally and is thus the focus of the current work. All of the models

have been constructed with the freely available Rhodius software [12]. Each model consists of a
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supercell having x and y dimensions of 5 nm x 5 nm. As discussed above, the support thickness

was systematically varied for each model, and so the supercell’s z dimension varies between 3

nm and 6 nm, depending on the thickness of the particular model.

While imaging these materials systems, experimentalists often aspire to visualize atomic-

level structural rearrangements that can occur at the surfaces of the supported nanoparticles.

Additionally, there are many millions of nanoparticles on a typical TEM sample, and the specific

atomic-scale structural features comprising the surfaces of those imaged during an experiment

may vary slightly from nanoparticle to nanoparticle. In order to encompass such complexity in

the training dataset, a variety of Pt nanoparticles of multiple sizes/shape and surface defect char-

acter were incorporated into the 3D models. For example, four such models of CeO2-supported

Pt nanoparticles having various size and shape are shown in parts (a) to (d) of Figure D.4. The

multi-slice TEM image simulations generated from the models are shown below each for two dif-

ferent conditions, namely in parts (a1) to (d1), images are shown for a case in which the support

is 3 nm thick, the defocus is 9 nm, and the tilt is 0◦ in x and 0◦ in y; in parts (a2) to (d2), images

are shown for the case in which the support is 5 nm thick, the defocus is 6 nm, and the tilt is 4◦ in

x and 0◦ in y. Furthermore, the surface character of the Pt nanoparticles was varied by altering

the defect structure at different surface sites. A few examples are depicted in Figure D.5. Here,

in part (a), a CeO2-supported Pt nanoparticle with faceted surfaces is shown; directly beneath it

in (a1) is an image simulated under conditions in which the support is 3 nm thick, the defocus is

9nm, and there is no tilt. The arrowed sites designate locations on the Pt surface that have been

subsequently altered. In part (b), the surface has been modified by removing a full atomic column

from the arrowed location. In part (c), the occupancy of the arrowed corner site has been reduced

by half. And in part (d), the occupancy of the arrowed corner site has been further reduced to

a single atom. Parts (b1) - (d1) show the images simulated from these respective structures un-

der the same imaging condition. Note that the surface sites altered in the structure correspond

to high-energy sites (e.g., corners and edges) which are more likely to dynamically rearrange or
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Figure D.4: Variations in the structure/size of the supported Pt nanoparticle.(a) to (d) Atomic
models of Pt nanoparticles (grey atoms) with different shapes and supported over a CeO2 slab (yellow
and red atoms respectively). (a1) to (d1) Simulated images depicting the described atomic models,
considering a thickness of 3 nm, 9 nm of defocus and no tilt on the model, whereas (a2) to (d2)
illustrate the same model under different conditions: 5 nm thickness, 6 nm defocus and 4 degrees tilted
along x axis. All the simulated images present a 𝐶𝑠 value of -13 𝜇m.

show variation than, say, a low-energy terrace site located in the middle of the surface.

D.2 Proposed Architecture: UNet with large field of view

We propose to use a modified version of UNet [116] with 𝑛 = 4, 6 scales to achieve a large

field of view. The network consisting of 𝑛 down-blocks and 𝑛 up-blocks. A down-block consists

of a max-pooling layer, which reduces the spatial-dimension by half, followed by a conv-block.

Similarly, an up-block consists of bilinear upsampling, which enlarges the size of the feature-map

by a factor of two, followed by conv-block. A conv-block consists of conv-BN-ReLU-conv-BN-

ReLU, where conv represents a convolutional layer and BN stands for batch normalization [54].

In our final model, we use 128 channels in each layer of conv-block and 𝑛 = 6 scales.
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Figure D.5: Variations in the defects of the Pt surface structure. (a) Atomic model of a CeO2-
supported Pt nanoparticle without any defects. The surface has been modified by (b) removing a full
atomic column, (c) removing half of the occupancy and (d) keeping a single atom. Black arrows point
the sites where these defects are taking place. Models (b), (c) and (d) have been slightly tilted to observe
these modifications. (a1) to (d1) Simulated images of the presented atomic columns considering a 3nm
thickness, 9 nm defocus and no tilt.
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D.3 Additional Results

In this section we include the following additional results:

• Figure D.6 show an additional example of simulated image denoised using the proposed ap-

proach and the methods described in Section 5.5.2.

• Figure D.7 visualizes nine nanoparticle structures used for creating the simulated dataset with

surface defects described in Section 5.5.3.

• Figure D.8 show an additional example of real images denoised using the proposed approach

and the methods described in Section 5.5.2.
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Noisy WF LPF VST+NLM VST+BM3D

PURE-LET SBD+DnCNN SBD+Small UNet Ours Ground Truth

Figure D.6: Denoising results for simulated data. An additional example comparing SBD and the
baseline methods described in Section 5.5.2. The second row zooms in on the region in red box. Our
proposed approach produces images of much higher quality than the other approaches, and is able to
accurately recover the atomic structure of the nanoparticle. For example, the vacuum region in images
denoised by several of the baselines contain visible artefacts, including missing atoms.
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Figure D.7: Example of nanoparticle structures used for surface dataset in Section 5.5.3 A
Subset of Pt/CeO2 structual models with atomic-level surface defects like removal of an atom from a
column, removal of two atoms, removal of all but one atom and the addition of a new atom at a site.
See Section 5.5.3 for more details.
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Noisy WF Spot Filter VST+NLM VST+BM3D

PURE-LET SBD+DnCNN SBD+Small UNet Ours Likelihood Map

0.02
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Figure D.8: Denoising results for real data. An additional example comparing SBD and the baseline
methods described in Section 5.5.2 when applied on the real data described in Section 5.4.1. The
second row zooms in on the region in red box. In contrast to the other methods, SBD combined with
the proposed architecture is able to precisely recover the structure of the nanoparticle and has very
few artefacts, particularly in the vacuum region. The likelihood map quantifies the agreement between
recovered structures in the denoised images, such as atomic columns and the vacuum, and the observed
data (see Section 5.3.3 for more details).
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