SCIENCE

Summation and Division by Neurons in
Primate Visual Cortex

Matteo Carandini and David J. Heeger

Copyright © 1994 by the American Association for the Advancement of Science



Summation and Division by Neurons in
Primate Visual Cortex

- Matteo Carandini and David J. Heeger

‘Recordings from monkey primary visual cortex (V1) were used to test a model for the
visually driven responses of simple cells. According to the model, simple cells compute a
linear sum of the responses of lateral geniculate nucleus (LGN} neurons. [n addition, each
simple cell’s linear response is divided by the pocled activity of a large number of other
simple cells. The cell membrane performs both eperations; synaptic currents are summed
and then divided by the total membrane conductance. Current and conductance are
decoupled {by a compiementary arrangement of excitation and inhibition} so that current
depends only on the LGN inputs and conductance depends only on the cortical inputs.
Clesed form expressions were derived for fitling and interpreting physiolegicai data. The
mode! accurately predicted responses to drifting grating stimuli of various contrasts, ori-

entations, and spatiotemporal frequencies.

Since the pioneering work of Hubel and
Wiesel (1), there have been a multitude of
physiological experiments that studied the
visually driven responses of V1 simple cells.
A long-standing view {s that a simple cell’s
response depends on a linear sum, over
local space and recently past time, of the
intensity values in the stimulus {2). The
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linear model of simple cell physiclogy is
attractive because the response of a linear
cell can be completely characterized with a
relatively small number of measurements.
In addition, the linear model explains the
selectivity of simple cells for stimulus posi-
tion, ortentation, and direction of motion.

Unfortunately, the linear model falls
short of a complete account of simple cell
physiclogy. According to the linear model,

- doubling the contrast of a (periodic) drift-

ing grating stimulus would double the re-

SCIENCE * VOL. 264 * 27 MAY 1994

sponse so one would record twice as many
action potentials during each period of
stimulation. However, simple celis do not
behave this way. First, response amplitude
saturates at high contrasts (3); doubling
the contrast yields fewer than twice the
number of action potentials. Second, re-
spense phase advances with contrast (4);
when contrast is doubled, the action poten-
tials cccur sooner during each period of
stimulation.

A third fault with the linear model in
regard to simple cells is revealed by tests of
superposition. A typical simple cell re-
sponds vigorously to its preferred orienta-
tion but not at all to a perpendicular orien-
tation. According to the linear model, the
response to the superimposed pair of stimuli
(preferred plus perpendicular) should equal
the response to the preferred stimulus pre-
sented alone. In fact, the response to the
superimposed pair is about half that predict-
ed (5), a phenomenon known as cross-
orientation inhibition.

To explain these nonlinear aspects of
simple cell responses, we have recently
proposed a new model of simple cell re-
sponses, called the normalization model
(6). This model (Fig. 1) begins with an
underlying linear stage. The linear stage is
followed by a normalization stage, where
each cell’s linear response to the stimulus is
divided by a quantity proportional to the
pooled activity of a large number of other
cells. Normalization is a nonlinear opera-
tion; one input (a cell’'s undetlying linear
response) is divided by another input {the
pooled activity of a large number of cells).
The effect of normalization is that the
response of each cell is rescaled with respect
to stimulus contrast.

The normalization model explains a
large body of otherwise unexplained physi-
ological phenomena (6). According to the
model, a cell's selectivity is attributed to
summation {the linear stage) and its non-
linear behavior is attributed to division {the
normalization stage). The model explains
response amplitude saturation because the
divisive suppression increases with stimulus
contrast. The model also explains cross-
orientation inhibition because a given cell
is suppressed by many other cells, including
those with perpendicular orientation tun-
ings. Until now, however, two problems
still remained to be solved. First, there was
no explanation for why response phase de-
pends on contrast. Second, there was no
explanation for how the summation and
division computations might be implement-
ed by cortical neurons. :

It is common to characterize the electri-
cal behavior of a cell's membrane with
electrical circuits made up of resistors and
capacitors {Fig. 2). The input to a cell is a
current driven by the synaptic conduc-
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tances that vary over time depending on
the firing rates of the presynaptic cells. The
membrane potential changes over time,
given the present value of the membrane
potential and the ptesent synaptic conduc-
tances

dav
dI gl(v vl) + gr.:(v - ve)

+ gshunt(v - Vshunt) + gleak(v - Vleak}(l)
=gV—1
where

IcI = gcve + givi + gshuntvshunt + gleakvleak
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and where C is the membrane capacitance,
V., V,, and V. are excitatory, inhibito-
ry, and shunt equilibrium potentials, re-
spectively, g, &, and g, are the variable
conductance resistors, and g, and Vi,
determine the leak current. We define I to
be the cell’s driving current; it has the units
of current and depends on the cell’s synap-
tic inputs but is independent of the cell’s
membrane potential V. The driving current
can be measured by voltage-clamping the
cell at V = 0.

Solving Eq. 1 yields an expression for
the cell’s membrane potential as a function
of the synaptic conductances (7)

el @ o

where 8 = 1 if time ¢ > Q and 6 = 0
otherwise. Equation 2 is a typical texthook
formulation of the synaptic input to a neu-
ron. The membrane potential V is equal to
the driving current, I, divided by the total
conductance, g, and then convolved with
an exponential Jow-pass filter. The relation
between the membrane potential and the
instantaneous firing rate, R, can be approx-
imated (8) by half-wave rectification fol-
lowed by squaring

R [max{O, V- Vrest)]2 (3)

where V_, is the membrane potential in -

the absence of visual stimulation.

To develop a biophysical mechanism
that performs both summation and divi-
sion, we postulate thar there are two sets of
inputs: the “linear” synaptic conductances
and the “normalization” synaptic conduc-
tances. The linear synapses regulare g, and
g and are contributed by neurons in the
lateral geniculate nucleus (LGNY. The nor-
malization synapses regulate g,,... and are
contributed by all the cortical neurons in
the normalization pool. In addition, we
postulate that the equilibrium potential of
the normalization synapses, V.., is equal
to a cell’s resting potential (9). For simplic-
ity of notation, we chose V., = V.. = 0
and specified all other volrages with respect
to this origin. Finally, we postulate that the
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Flg. 1. lllustration of the normalization model. A
lingar stage combines complementary inputs
from the LGN. The central excitatory subregion
of the receptive field sums responses of on-
center cells and subtracts responses of off-
center cells with spatially superimposed recep-
five fields (70). The flanking inhibitory sub-
regions are obtained by the opposite ar-
rangemert of excitation and inhibition. A
normalization stage divides the linear stage's
response by the pooled activity of a large
number of cortical cells. Finally, the response of
the normalization stage is haif-wave—rectified
and sguared (8),

linear inputs trade off against one another:

& + ge + leak = 8o (4)

where g and g, are constants. When
there {s no visual stimulation, the cell’s
conductance equals g,, partly a result of the
spontanecus activity of the presynaptic cells
and partly because the membrane has non-
zero conductance. Equation 4 is the key
property of our medel because it allows us to
decouple current from conductance.
Changes in the cell's total conductance, g,
depend only on the normalization inputs
(because g, is a constant), and changes in
the driving curtent, I,, depend only on the
linear inputs (because V, . = 0). One
could implement Eq. 4 by having a comple-
mentary arrangement of inputs: g, could be
driven. by on-center LGN cells and g, by
off-center LGN cells with spatially superim-
posed receptive fields (Fig. 1). In this way,
an increase in the excitatory conductance
from the LGN would be matched by a
decrease in the inhibitory conductance and
vice versa (10).

Qur model achieves normalization be-
cause a cell’s conductance depends on the
total activity of all the cells in the normal-
ization pool. Changing the conductance, g,
has two effects on the membrane potential:
(i) It changes the gain (sensitiviry to input)
because the cell’s driving current is scaled
by conductance and (ii) it changes the
dynamics because the cell’s time constant

SCIENCE + VOL. 264 + 27 MAY 1994

COutside

Ieak J_V J_V J_Vshunt

= gleakg % shunt

Inside

Fig. 2. Equivalent circuit model of a ceflular
membrane. The capacilor represents the ca-
pacitance, C, of the membrane. The equilibrium
potentials (V,, Vi, and V., ) of synaptic ion
chahnels are represented by batteries. The
nurnber of open synaptic ion channels is rep-
resented by variable conductance resistors
{g., g, and g, .J. The leak current is deter-
mined by a resistor {g,.,.} and a battery (V).
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(Cle) 15 also scaled by conductance (Eq. 2).
To test the model, we recorded the
responses of simple cells in anesthetized
paralyzed macaque monkeys (11) while pre-
senting drifting sinusoidal grating stimuli of
various contrasts, orientations, and spa-
ticternporal frequencies. We used the nor-
malization model to fit the amplitude and
phase of the first harmonic of the responses.
According to the model, increasing stimu-
lus contrast should vield an increase in
membrane conductance thar, in tum,
should vield a decrease in gain (response
amplitude saturation) and a decrease in the
time constant (response phase advance).

Results for a eypical cell are shown in
Fig. 3; similar results were obtained for nine
other cells. As predicted by the model,
response amplitude saturates and response
phase advances with increasing contrast.
By comparison, the response phase of a
linear cell would be constant and the re-
sponse amplitude of a linear cell would not
sarurate.

Our model explains another fmportant
aspect of the responses: Amplitude satura-
tion and phase advance do not depend on
stimulus otientation. In Fig. 3E, the two
response amplitude curves (for preferred
and nonpreferred orientations) are vertical-
ly shifted copies of onie another; because the
data are plotted on a logarithmic response
scale, this means that the ratio of response
amplitudes is about the same at all stimulus
contrasts. Likewise, in Fig. 3F, the differ-
ence in response phases does not depend on
contrast. These invariances, which we at-
tribute to normalization, are critical for
encoding information about orientation in-
dependent of contrast. Similar vertical
shifts of log response amplitude versus con-
trast have been reported for stimuli of non-
preferred spatial frequency and direction
of motion (3, 12). The vertical shift of
response phase has not been reportecl
previously.

For 7 of our 10 cells, we measured
responses at different temporal frequencies



Fig. 3. (A through D} One cycle of 50
the response of a V1 simple cell to
drifting sinusoidal gratings of con-
trast 0.125, 0.25, 0.5, and 1.0,
respectively; temporal freguency
was 3 Hz. The response ampli-
tude saturation is evident be-
cause stimulus contrast doubles
from (C) to (D), but height does
rot double. The response phase
advance is evident because the
peak in (D} is almost 50 ms earlier
than that in (A). (E and Fy Ampli-
fude and phase of the fundamen-
tal Fourier.component of the re-
sponse of a V1 simple cell 1o
drifting sinusoidal gratings that
varied in contrast and orientation.
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This celi was tested with 90 randomly inferleaved stimuli (three temporal frequencies, three

orientations, and 10 contrasis). Here we show only the responses for one termporal frequency (6 Hz)

and for two orientations; preferred orientation (open symbols) and 20° from the preferred orientation

{filed symbols). Error bars represent =1 3D {n = 5). The continuous curves in each plof show the

best fit of our model. The model is mathematically tractable, enabling us to derive closed form

expressions for fiting and interpreting physiclogical data. Response amplitude as a function of
- stimulus contrast ¢ and stimulus temporal frequency o is given by

amplitude{A) =

2

g% + (wCy

where Cis capacitance, g = Vg3 + k*c¢® (conductance), and ge, K, and kare constants. Response
phase i given by phase(R) = & + arctan{wC/g) where ¢ is another constant. The free parameters
of the fit are the response gain and phase (K and &, difterent for each orientation and temporal
frequency) of the underlying linear stage, the time constant of ihe membrane at rest (C/g,}, and the

strength of the normalization signal (k/g,).

and used the model to estimate the time
constant of the membrane (that is, mem-
brane capecitance divided by membrane
conductance). The estimated time constant
at rest (zero contrast) varied in our cells
from © to 98.5 ms {mean = 27.8 ms).
These values are consistent with published
intracellular measurements (13). The esti-
mated membrane time constant decreased
on average by a factor of 3.7 £ 0.7, when
contrast was increased from 0 to 1. In other
words, we predict that the conductance of a
simple cell should increase about fourfold
when the cell is presented with a full
contrast grating and that this conductance

increase should be independent of stimulus -

orientation (14, 15).

Simple cells have a limited dynamic
range, a limit to how strong an output
signal they can generate and, hence, a limit
to the range of contrasts over which they
can respond differencially. Normalizarion
makes it possible for response ratios to be
independent of stimulus contrast (shown by
the vertical shift of the curves in Fig. 3E),
even in the face of response saturation.
This invariance is critical for encoding vi-
sual information (about motion, orienta-
tion, binocular disparity, and other factors)
independent of contrast. Normalization
thus preserves the essential features of lin-
earity in a system, that of the brain, thac
has limited dynamic range.

Although there is direct empirical sup-

port for the complementary arrangement of
the. linear summation inputs in our model
(10), our mechanism for division is not
consistent with recent intracellular mea-
surements that show (i} slight conductance
increases (16) and {ii) no indication that
membrane potential is normalized (17). We
could reconcile our model with these intra-
cellular results by proposing a variation of
the model that yields the same (firing rate)
responses without corresponding conduc-
rance increases. This second model still has
a complementary arrangement of inputs to
perform linear summation, but it uses a
different mechanism for division. We have
been assuming that the transformation be-
tween membrane potential and firing rate s
not affected by the visual stimulus and that
division is implemented by changing con-
ductance. Instead, division might be imple-
mented by changing the gain of the firing
mechanism. Further intracellular measure-
ments could clearly distinguish between
these two possibilities.
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