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Sutter, M. L., C. E. Schreiner, M. McLean, K. N. O'Connor, and  tions. Characterizing these influences is critical to understand-
W. C. Loftus. Organization of inhibitory frequency receptive fields ining the relationship between neurophysiology and perception.
cat primary auditory cortexJ. Neurophysiol82: 2358-2371, 1999. Frequency tuning curves (FTCs) define a spectral or fre-
Based on properties of excitatory frequency (spectral) receptive fie ency-intensity RF for auditory neurons. Typically, FTCs of
(esRFs), previous studies have indicated that cat primary audit Mditory neurons have been defined with single-to,ne stimuli
cortex (A1) is composed of functionally distinct dorsal and ventrat . . . - .

%nalogous to single-spot light stimuli used to define the CRF)

subdivisions. Dorsal A1 (Ald) has been suggested to be involved .
analyzing complex spectral patterns, whereas ventral Al (Alv) gpid have focused on the excitatory spectral RF (esRF). How-

pears better suited for analyzing narrowband sounds. However, the¥€, the effects of modulatory tones from outside of the esRF
studies were based on single-tone stimuli and did not consider heW responses to excitatory tones imply that single-tone tuning
neuronal responses to tones are modulated when the tones are pattiofes do not adequately characterize the spectral input of
a more complex acoustic environment. In the visual and peripheffdurons (e.g., Imig et al. 1997; Nelken et al. 1994; Sachs and
auditory systems, stimulus components outside of the esRF can ey@gng 1968; Suga and Tsuzuki 1985). As in the visual system,
strong modulatory effects on responses. We investigated the orgafisse influences should be crucial contributors to the analysis
zation of inhibitory frequency regions outside of the pure-tone esRFéq complex sounds and auditory scenes

single neurons in cat Al. We found a high incidence of inhibitory ; . .
response areas (in 95% of sampled neurons) and a wide variety in th&N the basis of results in echolocating bats (Suga 1994), one

structure of inhibitory bands ranging from a single band to more thi¥Puld expect that two-tone modulatory effects differ between
four distinct inhibitory regions. Unlike the auditory nerve where mostubdivisions of auditory cortex. However, nonlinear frequency
fibers possess two surrounding “lateral” suppression bands, only 38¥%ggration in the auditory cortex of nonecholocating mammals
of Al cells had this simple structure. The word lateral is defined in thizas received little attention (Abeles and Goldstein 1972; Kat-
sense to be inhibition or suppression that extends beyond the low- ki et al. 1959; Shamma and Symmes 1985; Shamma et al.
high-frequency borders of the esRF. Regional differences in th®93). Recently, it has been hypothesized that cat primary
OT]'V 16% ch)the fce"s had”S"L‘p:je tr‘]"’o'ba”de‘j lateral EF Orgar:‘iza“o&nd ventral (Alv) subdivisions (Sutter and Schreiner 1991
whereas 50% of Alv cells had this organization. This nonhomog - : o
neous topographic distribution of inhibitory properties is consiste .t?]S)' llr,:.Alli tw'? gradlde_nts ofsbindwdth hda;\//le bgeln dei(glgt:)ed
with the hypothesis that Al is composed of at least two functional Ith muftipie-unit recor ings ( chreiner an endeison 19+ )-
distinct subdivisions that may be part of different auditory cortical € bandwidth gradients run in the dorsalventral direction,
processing streams. orthogonal to Al’s tonotopic map. In the dorsalventral center
of A1 where multiple-unit clusters are most narrowly tuned for
frequency, there is a reversal in the bandwidth map, marking a
natural dividing point. Broadly tuned single neurons (Schreiner
INTRODUCTION and Sutter 1992) and neurons with multipeaked frequency

The sensory receptive field (RF) is a fundamental conceptifflind (Suttér and Schreiner 1991) are mostly found in Ald,
neuroscience. In the visual system, the classical RF (CRF) #4lying that Ald is involved in analyzing complex patterns of
been defined as the RF determined using single spots or siHgrguency- Neurons in Alv are more sharply tuned, and the
bars of light (review in Allman et al. 1985). Stimulus element ganization of Alv is consistent with a role in analyzing and
outside of the CRF modulate neurons’ responses to comp ecting narrc_)wband sounds (Schrem(_ar and Su}ter 1992;. Sut-
stimuli (e.g., Gilbert and Wiesel 1990; Mcllwain 1966). Thes&" arlld Schremeir 1995). If Ald Walz involved in analyzm?
modulatory influences correlate with perceptual processG§MPIex spectral patterns, one would expect to see complex
such as visual segmentation (Knierim and Van Essen 19¢3ibitory frequency RFs in Ald, contrasting the simpler in-
Lamme 1995), brightness induction (Rossi et al. 1996), a itory tuning curves found at the level of the inferior col-
contour integration (Kapadia et al. 1995), implying that stin{U/Us-

ulus components from beyond the CRF influence our pefcﬁal'm the present study, we investigated the spectral structure of

o-tone inhibitory bands in cat A1 and show that A1 neurons

The costs of publication of this article were defrayed in part by the paymepfave complex inhibitory spectral RFs (isRFs). The topograph-

of page charges. The article must therefore be hereby maskhaftisemerit ICal distribution of different types of isRFs is consistent with
in accordance with 18 U.S.C. Section 1734 solely to indicate this fact. ~ the hypothesis that A1 contains at least two functionally dis-
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tinct subdivisions that may belong to different auditory cortical Stimuli consisted of either short-duration shaped tones or tone
processing streams. pairs. Tone pairs were generated by adding the waveforms of two sine
waves to create one complex waveform. Tone pairs were presented
simultaneously, methodologically similar to presenting two simulta-
neous spots of light to the visual system. However, when the two
Surgical preparation tones are very close in frequency and amplitude, a complex form of
AM of the envelope can occur. We did not notice any effect of these
We recorded single units from 3 left and 23 right hemispheres of 2nvelope fluctuations on the responses, which almost exclusively
young adult cats. Surgical preparation, stimulus delivery, and recorbnsisted of one to two short-latency spikes. This type of response is
ing procedures for have been described previously (Sutter and Scla@mmon both in awake cats (Abeles and Goldstein 1970, 1972) and
iner 1991) with exceptions noted in the following text. mustached bats (e.g., Suga 1984) but not in all species (e.g., squirrel
Briefly, anesthesia was induced with an intramuscular injection nfonkeys, Funkenstein and Winter 1973; macaque monkeys, Pfingst
ketamine hydrochloride (10 mg/kg) and acetylpromazine maleaiad O’Conner 1981). Each stimulus was 50 ms long, with 3-ms
(0.28 mg/kg). After venous cannulation, an initial dose of pentobatise/fall time. The interstimulus interval (ISI) was 400-1,200 ms for
bital sodium (30 mg/kg) was administered. Animals were maintaingdeudorandomly presented pure tones and between 600 and 1,200 ms
at a surgical level of anesthesia with continuous infusion of sodiufor pseudorandomly presented tone pairs. 1SIs were chosen based on
pentobarbital (2 mgkg™*-h™ ") in lactated Ringer solution (infusion the habituation of each cell. Typical ISIs were 600 ms for pure tones
volume: 3.5 ml/h) and, if necessary, with supplementary intravenoasd 900 ms for tone pairs. Because Ald cells tended to habituate more
injections of pentobarbital. Pentobarbital may affect these studies thyan Alv cells, longer I1SIs were more commonly used in Ald.
potentiating the effects of GABAergic inhibition. The usual effect is
reduced spontaneous activity, and changes in temporal response Ia%t(':ording procedure
terns. Studies of excitatory and inhibitory response properties in cal
and monkey primary auditory cortex indicate that barbiturate anes-Parylene-coated tungsten microelectrodes (Microprobe) with im-
thesia does not have a significant effect on frequency, intensity, gmstances of 1.0—-8.5 M at 1 kHz were inserted into auditory cortex
temporal tuning (Calford and Semple 1995; Merzenich et al. 1984ith a hydraulic microdrive. Penetrations were approximately orthog-
Pfingst and O’Conner 1981; Pfingst et al. 1977; Stryker et al. 1986hal to the brain surface. Recordings were made at depths from 600
even though the anesthetic nonspecifically decreases cortical activityl,000um below the cortical surface as determined by the micro-
For interpretation, however, we cannot rule out that the anesthediéve. Dimpling of the cortical surface was usuatyl00 um and thus
used has some effect on the results obtained. The cats also were givas not a major factor in determining electrode depth. Histological
dexamethasone sodium phosphate (0.14 mg/kg im) to prevent bragnification from several animals indicated that the recording sites
edema, and atropine sulfate (1 mg im) to reduce salivation. The reat@re from cortical layers 3 and 4. The electrical signal from the
temperature of the animals was maintained at 37.5°C by means dflectrode was amplified, band-pass filtered, and monitored on an
heated water blanket with feedback control. oscilloscope. Action potentials from individual neurons were isolated
Three-point head fixation was achieved with palatal-orbital revith a window discriminator.
straint, leaving the external meati unobstructed. The temporal muscle
was retracted and lateral cortex exposed by craniotomy. The d'gf'hgle tone frequency response areas
overlying the middle ectosylvian gyrus was removed, the cortex was
covered with silicone oil, and a video image of the vasculature wasFrequency response areas (FRAs) were obtained for each unit. We
taken to record the electrode penetration sites. If brain pulsatipresented 675 tone bursts in a pseudorandom sequence of different
interfered with single-unit recording, a system was used consistingfafquency-intensity combinations selected from 15 intensities and 45
a wire mesh placed over the craniotomy. The space between the gridjuencies. The intensities were spaced 5 dB apart for a total range
and cortex was filled with 1% clear agarose solution. The agarogg-75 dB. The frequencies covered by 45 logarithmically spaced steps
filled grid diminished cortical pulsation and provided an unobstructeenged between 2 and 5 octaves, depending on the estimated fre-
view of cortex. quency tuning curve (FTC) width. Typically we used a three-octave
After 72-120 h of recording, the animal was anesthetized deephnhge, centered on the cells characteristic (most sensitive) frequency
and perfused transcardially with saline followed by formalin so braCF), which provided 0.067-octave resolution between samples
tissue could be processed for histology. Cresyl violet and fiber staiifFig. 1A).
ing was used to reconstruct electrode positions from serial frontalBecause of the time constraints of single-unit recording, we char-
50-um sections. Electrode positions were marked with electrolyticterized FRAs based on as few stimulus repetitions as possible. If a

METHODS

lesions (5-15uA for 5-15 s) at the final few recording sites. response was evoked for more tha»0% of the stimuli inside of
each excitatory band, the curve was deemed well defined. In Al, this
Stimulus generation and delivery 50% criteria corresponds roughly to the mean spikes per presentation

minus the standard deviation. If after one presentation per frequency-

Experiments were conducted in double-walled sound-shield&density combination the resulting FRA was not well defined, the
rooms (IAC). Stimuli were generated by a microprocessg@rocess was repeated with the same 675 stimuli, and the resulting
(TMS32010; 16 bit D/A converter at 120 kHz; low-pass filter of 98esponses were added. The FRA recording procedure was repeated up
dB/octave at 15, 35, or 50 kHz), and passively attenuated. to five times.

We used calibrated insert speakers (STAX 54) enclosed in small
chambers that were connected to sound-delivery tubes sealed '”toé%le tone FTC construction
acoustic meati. This sound-delivery system was calibrated with a
sound-level meter (Bel and Kjaer), and distortions were measured FTCs, the borders of the excitatory spectral receptive fields, were
either with waveform analyzers or a computer acquisition system. Toenstructed from the FRA based on the estimated spontaneous rate
frequency response of the system was essentially=flast kHz and plus 20% of the peak rate. This criterion was applied, after a weighted
did not have major resonances deviating more th&ndB from the averaging with the eight frequency-intensity neighbors was applied to
average level. Above 14 kHz, the output rolled off at a rate of l@sponses to each stimulus in the FRA. Smoothing increased the
dB/octave. Harmonic distortion was better than 55 dB below tredfective number of presentations per frequency-intensity combina-
primary. tion by a factor of 2.5 at the expense of frequency resolution. This
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Fic. 1. Single-tone and 2-tone frequency response areas for a cortical nAusamgle-tone frequency response area (FRA) of
a cell recorded from Al. Lengths of lines in the FRA are proportional to the number of spikes fired in response to tone bursts the
intensity and frequency of which are shown on the axes. Shortest line represents 1 spike. For each FRA, 675 stimuli were presented
filling an equally spaced grid of 45 frequencies and 15 intensities. There are no lines where there was no response even though a
stimulus was presented. In this and later figures, the best excitatory frequency (BEF) tone’s spectral composition (e.g., 10 kHz at
40 dB in A) is marked on the single-tone FRA with a d&. 2-tone FRA for the same cell. Length of lines on the FRA are
proportional to the responses to tone pairs. One component is always 10 kHz at 40 dB (éjdedhthe variable tone’s frequency
and level are represented on the axes. Arrows point to three different response regions in the 2-tone FRA. Specific stimulus
composition is identified next to each arrow. Each stimulus is composed of the BEF tone of 10 kHz at 40 dB plus a variable tone.
When the tone pair is comprised of components at 5 kHz at 20 dB added to the BEF component of 10 kHz at 40 dB (lowest arrow),
the cell responds well. In fact, most of th®ttom 4 rowsare filled in, indicating that the cell responds well when the
10-kHz-at-40-dB component is added to a low-intensity 2nd tone. When the cell is presented with a tone pair composed of elements
at 10 kHz at 40 dB added to 7 kHz at 90 dB (highest arrow points to response to this stimulus condition), the cell no longer responds
with action potentials, indicating that the 7 kHz at 90 inhibits the response normally associated with the 10-kHz-at-40-dB BEF-tone
component. Seven kilohertz at 90 dB falls within a lateral inhibitory band on the low side of the excitatory receptive field (eRF).
Another arrow points to the response associated with a tone pair of 12 kHz at 80 dB added to the BEF component. This condition
results in no evoked responses and falls within a lateral inhibitory band on the high-frequency side of the eRF.

method was robust, yielding comparable results across repeated nZe&andC). In Fig. 1B, the BEF was 10 kHz at 40 dB. Notice that the

sures (see Table 3 of Sutter and Schreiner 1991). bottom rowof the two-tone FRA is almost completely filled. For
example, a strong response can be seen when the variable tone is 5
Two-tone FRAsS kHz at 20 dB bottom arrowin Fig. 1B), demonstrating that the BEF

tone can drive the cell reliably when added to a low intensi#Q
Spontaneous activity of most cat A1 neurons under barbituraiB) variable tone. However, when the variable tone was 7 kHz at 90
anesthesia is too low to measure suppression by a single stimutis. (top arrow), the response to the BEF tone was not present
Therefore we used a two-tone simultaneous masking paradigmiridicating that energy at 7 kHz and 90 dB inhibits the response
measure response suppression. For two-tone FRAs, 675 differeotmally associated with the BEF tone of 10 kHz and 40 dB. A similar
tone-pairs were presented. For each tone-pair, one component, ‘titébitory relationship can be found when the variable tone is 12 kHz
BEF-tone” was at the cell’s best excitatory frequency (BEF) witht 80 dB for this cell and for a wide range of variable tone frequencies
energy just above response threshold. The purpose of this comporienthe cell the two-tone FRA of which is depicted in Fig. 2.
was to drive the cell reliably at the lowest possible intensity (usually
10-20 dB above threshold)_. The_second component (the "varialq#gvo_tone FTC construction
tone”) had a frequency and intensity chosen using the same pseudo-
random procedure as described for single-tone FRAs. This componerinhibitory tuning curves marking the spectral borders of two-tone
allowed us to determine the frequency-intensity ranges that suphibition were derived using the methods of Sutter and Schreiner
pressed BEF tone responses. If the BEF tone response was not reliél#1). These analyses were perforniichdly with respect to dor-
(e.g., the mean BEF tone activity, in spikes per presentation, was leafventral location. The response to the BEF tone then was approxi-
than the standard deviation or response probability w8s25), the mated by calculating the mean and standard error of the mean for the
procedure was repeated. The resulting responses of multiple pregesponses from thbottom two rowsof the FRA (90 presentations),
tations then were added. Because we presenié@5 stimuli all which essentially consisted only of responses to the BEF tone. Con-
containing the BEF tone, habituation or adaptation sometimes causeids with audiovisual monitoring were used to confirm that these
the response to decrease over time. In those cases, we repeatetbttréntensity variable tones did not affect the response. For each point
two-tone FRA several times. on the FRA, eight-point weighted smoothing (or 5-point smoothing at
We used low-intensity BEF tones for several reasons. First, wee edges of the FRA) was performed with nearest neighbors on the
wanted to provide as little excitatory drive to the cell as possible #RA. Then an iso-inhibitory response of 50% reduction of the mean
have a high sensitivity in detecting suppression. Second, we wanteddsponse to the BEF tone was applied to all stimulus conditions in the
remain in the linear part of the firing rate versus intensity functio®sRA. Examples of FTCs derived by this method are shown in Fig. 4.
which usually is less affected by habituation and by matched-CF
inhibition. Excitatory responses often result from both inhibitory ang1¢ analysis
excitatory inputs, and therefore we chose low intensity probe tones to
minimize the potential inhibitory effects of the BEF tone (e.g., in The first step of FTC analysis was to identify each excitatory,
“nonmonotonic,” intensity-tuned cells) on the variable tone. suppression, and inhibitory band in an FRA. Then the upper and lower
Three-dimensional plots of the response magnitude versus fhegquency bounds of each excitatory and inhibitory or suppression
variable tone’s intensity and frequency were constructed (Fjantl band were calculated at all intensities. These, as well as all measured
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FIG. 2. Single- and 2-tone frequency response areas of a cell with broadband inhihitgingle-tone FRA of a cell in Al.
Lengths of lines on the FRA are proportional to the number of spikes fired in response to tone bursts the loudness and frequency
of which are shown on the axes. Gray dot at 21 kHz and 5 dB demarcates the frequency and intensity of the BEF tone used in the
2-tone FRA.B andC: 2-tone FRAs for the same cell. Length of lines on the FRAs are proportional to the responses to tone burst
pairs. One component is always 21 kHz at 5 dB (dodjrand the 2nd tone’s frequency and level are represented on the axes. After
running the 2-tone tuning program the first tini®,(we observed inhibition from 4.8 to 42 kHz. To see if we could determine a
lower frequency bound, we repeated the two-tone FRA procedure with a wider frequency Gaegel found that the inhibition
extended to=1.5 kHz. Arrows point to responses (or the absence of responses) corresponding to different stimuli conditions as
described in Fig. 1. Notice that tHettom 2 rowsof the FRA are well driven, indicating that the BEF tone drove the cell well.
However, for almost all other stimulus conditions, covering 40 kHz (4.5 octaves in this example), the variable tone inhibited the
response normally associated with the BEF tone. Notice that although the excitatory bands are similar for this cell and the cell the
FRAs of which are depicted in Fig. 1, the inhibitory bands are completely different.

and calculated values, were entered into a relational database. FR& in the following manner: at each intensity level, the number of
following definitions are useful in understanding how we classifieglction potentials from a one-quarter-octave bin around the unit’'s BEF
bands. It is important to note that we use the term “ inhibitory bandghd a 15-dB wide intensity bin were summed. One-quarter octave
to describe the appearance of distinct inhibitory and/or suppressivaially comprised four different frequencies and 15 dB usually cov-
regions in the spectral RF and not to allude to any specific mecleaed three levels of intensity, providing a minimum of 12 different
nisms creating the RF (seescussioN. Although the term two-tone stimulus presentations per data point in the spike count versus inten-
suppression usually refers to mechanisms encountered in the basitgr functions. Only units that were recorded from a minimum of
membrane and two-tone inhibition usually refers specifically to neur&b-dB above threshold were used to analyze monotonicity ratio: the
inhibition in the central auditory system, for simplicity we hencefortmumber of spikes elicited at the highest intensity divided by the
will use the term inhibition. Because an often nonseparable mixtureraimber of spikes at the maximum of the spike count versus intensity
both mechanisms contribute to our results, we must be careful to stiatection. Therefore a cell that fired maximally at the highest tested
that the term inhibition is not meant to allude to mechanisms thiatensity had a monotonicity ratio of 1; a cell that was completely
exclude basilar membrane contributions. inhibited at the highest intensities had a monotonicity ratio of 0. For
Definitions of the bands are as follows. “Excitatory band” is &xample, the neuron the FRA of which is shown in Fig I2as a
continuous frequency-intensity space on the FTC for which excitatomyonotonicity ratio of 1, and the cell the FRA of which is depicted in
responses were recorded. Most cells only had one excitatory band,Bigt 4D has a monotonicity ratio of 0.2.
cells with “multi-peaked” FTCs had more than one distinct excitatory
region. “Inhibitory band” is a continuous frequency-intensity space Gﬂ)pographical assignment of single units
the two-tone FTC where BEF tone activity was reduced by 50% or
more by the variable tone. Most cells had multiple inhibitory bands. The method of assigning single cells as belonging to Ald or Alv
“Lower inhibitory band” is an inhibitory band on the low frequencywas described in a previous paper (Schreiner and Sutter 1992).
side of the excitatory FTC. In Fig.Bl the 7-kHz, 90-dB tone falls Briefly, a multiple-unit premapping is used to determine the boundary
within a lower inhibitory band. “Upper inhibitory band” is an inhib-between dorsal and ventral A1. The multiple-unit mapping is only
itory band on the high-frequency side of the excitatory FTC. In Figised to define the boundaries of dorsal and ventral Al. All inhibitory
1B, the 12-kHz, 80-dB tone falls within an upper inhibitory bandproperties reported in this paper are based on single-unit recordings.
“Middle inhibitory band” is an inhibitory bandompletelycontained We characterized the multiple-unit map of excitatory bandwidth,
within the frequency range of the excitatory FTC. If an inhibitorwhich has a highly consistent form across animals, along dorsoven-
band extended beyond the lateral frequency borders of the excitatoally oriented isofrequency lines. Clusters are broadly tuned at the
FTC, it was not classified as a middle band. dorsal edge of A1l and become progressively more sharply tuned with
more ventral recording sites. An absolute minimum in bandwidth is
reached near the dorsalventral center of A1 where most clusters are
sharply tuned to frequency, i.e., they have narrow frequency receptive
We used the monotonicity ratio measure to quantify the strengthfadlds. The trend then reverses and clusters become more broadly
intensity tuning (Sutter and Schreiner 1995). The monotonicity ratiotisned with further ventral progression. Although there can be relative
based on the spike count versus intensity function near the unit’s @rinima of bandwidth in dorsal regions as well (Schreiner and Men-
Spike count versus intensity functions (Fig. 3) were created from tdelson 1990), we used the location of the gradient reversal at the

Determination of strength of intensity tuning
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4 single excitatory band (Fig.B). Other neurons had broad
mono ratio = 1.00 inhibitory frequency ranges (Fig. B andC). In the example
shown in Fig. 2B andC, the inhibition was extremely broad,
3 extending beyond the tested frequency range of five octaves.
Other classes of two-tone inhibitory bands are shown in Fig. 4.
Intensity-tuned (“nonmonotonic”) cells could have substantial
~ inhibition at the characteristic frequency (Fig.2+F). Cells
v with multiple excitatory bands (multipeaked) also characteris-
’ * tically had inhibitory areas within the boundaries of the exci-
tatory tuning curve (Fig. 45-I). Additionally, cells could have
fewer (Fig. 4,J-L) or more (Fig. 5) than two inhibitory bands.
T ' Overall, it is not possible to identify a prototypical pattern of
0 10 20 30 40 50 60 70 two-tone inhibitory frequency tuning in Al as has been possi-

2 ble in the auditory nerve.
mono ratio = 0.80 y

Response (Spikes/rep)

Spectral properties of two-tone inhibitory bands

" )ﬂ\\‘\/‘a, To quantify the diverse spectral properties of inhibitory
components, every inhibitory band was assigned one of five
et labels (Fig. 5). An inhibitory band positioned on the low- or
b high-frequency side of the tuning curve was assigned as a
./. “lower” or “upper” band, respectively. An inhibitory band
completely within the frequency range of single-tone excitation
0 e was assigned as a “middle band” (FigB &nd 4,G-I). When
there were two inhibitory bands on the low-frequency side of
20 30 40 50 60 70 80 90 100 the excitatory tuning curve, the band closest to the low-fre-

Response (Spikes/rep)

= 06 : guency edge of the excitatory curve was called “the lower
9] mono ratio = 0.20 inhibitory band.” The band farther from the excitatory curve
% 05 was assigned as the “second lower inhibitory band” (FA). 5

_f_é 04 - Similar nomenclature was used when there were two upper
o bands (Fig. E).

2 03 1 \ The largest single class were neurons with only one upper
o and one lower inhibitory band (Fig. & and B) constituting

5 0.2 | \ 38% (62/163) of the recorded population. Cells with two lower
a bands and one upper band (FigandD) comprised the next

3 0.1 e o largest class 13% (21/163) of the population. Cells with two
x 00 < M upper bands and one lower band (FigE6andF) comprised

the next most common class (10%, 16/163), followed by cells
10 20 30 40 .50 60 70 80 90 combining lower, middle and upper bands (8%, 13/163) and
Intensity (dB) cells with a single lower band (6%, 11/163). Other configura-
Fic. 3. Spike count vs. intensity function and monotonicity ratio for §!0ns of inhibitory bands comprised6% each of the popula-
different neuronsTop spike count vs. intensity function and monotonicityt!ON.
ratio for the neuron with the FRA shown in FigA2Middle spike count vs. In Fig. 7, the percentages of neurons with different band
intensity function and monotonicity ratio for the neuron the FRA of which istructures are shown. Schematized frequency tuning curves are
show in in Fig. /A and thebottomfor the neuron the FRA of which is in Fig. illustrated below the histogram. The percentages must be
4D. Function for thebottomwas determined from 2 FRAs. One is shown in . . ) L
Fig. 4D and the other is not shown. viewed as apprOX|mate_ because as_5|gr_1|_ng a frequency range to
a band could be ambiguous. Ambiguities could occur when
absolute minimum in the bandwidth to define the border betweéwo or more bands merged into one (e.g., FigD4F, and 6,
dorsal and ventral Al and assigned it a value of 0 mm. Within this andF) or when a band crossed over from a low to middle or
coordinate system, we pooled data across animals (Schreiner g a high to middle position (Figs. 44—F, and @). When
Sutter 1992). For some animals, we recorded from as many sin ltiple assignments were possible, we reverted toward a

units as possible in Al and did not premap. Therefore although ) ;
cells in this study could be localized to Al, not all cells could bg}\lo band model with one upper and one lower band.

assigned to Ald or Alv.
Topography of inhibitory band structure

RESULTS Functional implications can be gleaned from the spatial

We recorded two-tone FRAs from 163 single neurons in Adistribution of inhibitory band patterns along the isofrequency
with sufficient reliability to calculate inhibitory FTCs. In gen-domain of Al. Previous studies of excitatory RF properties
eral, Al neurons exhibited a variety in the properties of theievealed distinct differences between dorsal and ventral loca-
inhibitory frequency tuning curves. Some neurons had singiens in cat Al (Sutter and Schreiner 1991). To test whether a
lower and upper inhibitory bands with a fairly narrowly tunedimilar distinction can be based on inhibitory effects from
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beyond the esRF, we analyzed the distribution of inhibitogyrovide further support that Ald and Alv are functionally
bands separately for Alv and Ald.
For a subset of neurone €& 61), assignment to Ald or Alv  Cells with nontraditional band structures were significantly
was possible. The inhibitory tuning curves of these cells, whichore common in Ald than in Alw¢, P = 0.0065). Half of
were analyzed blindly with respect to dorsalventral locatiothe Alv cells (50%, 18/36) had only one upper and one lower

distinct.
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50 - | 50
40 ' 40 Fic. 5. Different types of inhibitory bands encountered
ol 4 in A;.. Combined inhibitory anq exci_tatpry tuning curves for
o I 3 different Al cells. Black lines indicate the excitatory
220 20 portion of the RF as obtained with a single tone FRA.
2 Shaded areas correspond to the inhibitory portions of the
g 10 - 10 - RF. Dot corresponds to the parameters of the BEF tone in
E 0 0 - the 2-tone FRA. Nomenclature used to describe each band
| is directly superimposed on the barAd.cell with 2 lower
-10 . 0- -10 bands and an upper bar. cell with a lower and middle
| band.C: cell with one lower and 2 upper bands.
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Frequency (kHz) Frequency (kHz) Frequency (kHz)



2364 SUTTER, SCHREINER, BLEAN, O'CONNOR, AND LOFTUS

A B cells reliably; however, occasionally, experimental constraints
50 | made such a choice impossible. Some cells could not be driven
4 | strongly enough at the standard selection of frequency and
- intensity, e.g., due to habituation, and we had to modify the
2 404‘ 307 BEF tone parameters during the recording session. To test
= E whether the range of BEF-tone leveddative to thresholdad
.%"20 | 104 an influence on the structure of the inhibitory bands observed,
§ | we divided the population of two-tone tuning curves into three
g 7 groups: those with low-intensity probe tones12 dB above
04 10 threshold); those with moderate-intensity probe toneld
and < 25 dB above threshold); and those with high-intensity
s mERD T T probe tone $25 dB above threshold). This grouping was
c 8 11 3 D 3 5 1015 chosen to obtain as close to three equally sized groups as
g | 507 possible. Basically no statistically significant differences
A | among these groups were found. It appears that at very high
) | probe intensities the percentage of cells with simple two-band
= 0] ' structure decreased, although this effect was not significant
2 1 (x*-test,P = 0.50; Table 1). The mean probe intensities were
& 10 | identical (19.4 dB above threshold, Kolmogorov-Smirnew;
g | ; 0.68) for Ald and Alv, indicating that the observed differences
| | —
107 50 A1 (N=163)
| o =
T T =1 T T T B 40-
E 3 10 15 F 2 5 10 20 5
40 | 90 %30
a | §20 i
20 701 10—
g - 0 L LT T T .
S o 50- X233 55553533 %3
£ 3333333833333 °3
i x d % = = o T'c * =
20

e | @——  0Mxx

|
LT T, ] _\_V_V_V—Vil o
5 10 20 5 10 20 ‘U I M I
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FIG. 6. Examples of common inhibitory band structures in Al. Thick blacl
lines indicate the excitatory portion of the RF as obtained by single-tone FRA \ ‘ ‘ I‘w
Shaded areas correspond to the inhibitory portions of the RF. Dot indicates 1
parameters of the BEF ton&.andB: cells with 1 upper and 1 lower inhibitory
band. This band structure is referred to as simple LU inhibitory band structur ﬂ‘ w m w
C andD: cells with 2 lower bands and 1 upper baftdand F: cells with 1
lower and 2 upper bands. Band Structure
inhibitory band, whereas this structure was less common (16967 1 F2MaR & 22 TR PO B Chinge, each letir corre-
4/25) in Ald. In fact, th's band structure W_as not the m?_%Eonding to the relative position of 5 different bands from |0\;V€'St to highest in
commonly _enC_O!Jntered in Ald, where cells with tW(_) lower angbquency. In respective order, anor a letter is placed in each of 5 positions.
one upper inhibitory band (20%, 5/25) and cells with a lowelf, the band is present and is on the low-frequency side of excitation it is
middle, and upper band (20%, 5/25) were most common (F@.signed L, if a middle band ]is present an M is used, and if a high-frequency
8). The two-band structure became progressively more profga2d is presdna U is used. If a given band is missing, an is used as a
L . placeholder. Hence, the symbol xLxUx corresponds to the traditional 2 inhib-
ble as one moved more ventral within Al (Fig. 9). itory band structure; xxMxx corresponds to a neuron with only a middle band,
etc. Below the histogram are schematized RFs with the different band struc-
s .. tures. Fromieft to right, the band structures are as follows: xLxUx, lower and
Dependence of inhibitory characteristics on BEF tone upper band, i.e., traditional peripheral structure; LLxUx, 2 lower and 1 upper
parameters inhibitory bands; xLxUU, 1 lower and 2 upper inhibitory bands; xLMUX,
) ) ) ~lower, middle, and upper inhibitory bands; xLxxx, only a lower inhibitory
One concern is that the choice of BEF tone might signifband; xLMxx, lower and middle inhibitory bands; xxxUx, only an upper
cantly affect the observed band structure either directly or ’&?!E!:g:y gg’r‘]‘;;sxxx’,‘\jl‘bno J‘.Qg’lgoglé’a”;;érL.'a’;‘Ubﬂbf 'g‘évr?ésa”du\zﬂﬁgpelr
. . . thibitory ; XXMUX, mi u inhibitory ;X ,
havmdg .an effect on the Streng(tjh ofkexcnart]or)éggve. AS mil wer, 1 middle,_ and _2 upper inhibitory bands; xxxUU, only 2 upper bands;
tione |ZMETHOD|3’ we attempted to keep E)Ie hi t?jne at tlngx, only a middle inhibitory band; LLMUX, 2 lower bands, a middle band,
BEF and at as low an intensity as possible while driving thed an upper band.
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mean bandwidth of cells with an upper band was 0.49 octaves

0 50 - Ald (N=25) less than the mean bandwidth of cells lacking a second upper
8 40 — band (Mann-Whitney UP < 0.001). Similarly cells with a
s second upper inhibitory band had 0.42 fewer octaves of band-
o 30 7 width at 40 dB above threshold, than cells lacking an upper
320 ] band (Mann-WhitneyU, P < 0.01). The presence of lower
S | inhibitory bands in the isSRF was associated with sharper fre-
(LT guency tuning in the esRF but these comparisons were not
e ] I statistically significant. Cells with the classic LU inhibitory

0 - band structure also tended to have excitatory structure typical

S of Al cells with sharp frequency tuning; however, this differ-
Alv (N=36) ence was not statistically significant (Table 2).

A result that appears surprising, at first, is that cells with a
middle inhibitory band were significantly more broadly fre-
guency tuned than neurons lacking a middle inhibitory band.
This result, however, might be expected because of our strict
definition of a middle inhibitory band. By our definition, the
frequency range of a middle inhibitory band is contained
completely within the frequency range of the esRF. Therefore

M for a middle band to be classified, excitation must be broader

Percentage of cells

X33 :><) X¥35%53333%3 than inhibition. Accordingly inhibition extending beyond the
Xx%Z= ; R EEE R esRF is associated with sharp frequency tuning, whereas inhi-
XE %% T x X T O Ryg XX bition completely within the esRF is associated with a broad

Band Structure extent of excitatory input.

FiG. 8. Histogram of the relative occurrence of all band structures encOURTENSITY TUNING. Because intensity tuning must be created

tered in dorsal and ventral A1. Nomenclature for bands is the same as in Kig, inhinhition i ;
6. A: distribution for dorsal A1B: distribution for ventral Al. FB?/ .m.hlbltlon n th.e central auditory SySte”." One.WOU|d expect
inhibitory properties to be related to intensity tuning. Therefore

in complex band structure between these brain areas could {§t2nalyzed the relationship between inhibitory band structure
be due to choice of probe intensity. Similarly, the small varfnd strength of intensity tuning. Sharpness of intensity tuning
ation in probe tone frequency relative to CF did not signifi/3S assesseq t?y_ the monotonicity ratio, V.Vh'Ch describes
cantly effect our results (Table 1). Also neither the strength f1ether a cell's firing rate increases monotonically as a func-
activity evoked by the BEF tonef, P = 0.84,n = 146) nor tion of st!mulus intensity. The relationship betyvegn monoto-
the characteristic frequencyi P = 0.55,n = 146) had a nicity ratio and number of bands was not significant (not

significant effect on the percentages of simple-banded cellshown). Therefore we took a closer look at the relationship in

N= 2 8 8 19 17 7

Relationship of inhibitory bands to excitatory properties

FREQUENCY TUNING. We analyzed the relationship between 707
inhibitory band structure and sharpness of frequency tuning. 601
Sharpness of tuning was assessed by the BW40 measure which 501
is the bandwidth, in octaves, 40 dB above a neuron’s threshold. 2

For cells with two discrete excitatory ranges, the bandwidth 5 40
was computed by taking the outer limits of the two. In general, Dl 30-
cells with a larger number of inhibitory bands tended to have T

sharper tuning (Fig. 10, linear regressiéhz= 0.001, slope= X 20
—0.18 octaves per band). To probe the relationship between 10-
inhibition and frequency selectivity in more detail, a number of

statistical tests were performed. For each of the first five tests, 0 m——— ‘ :

cells first were classified into one or two groups depending on 4 -3 -2 -1 0 1 2 3
the presence or absenceafetype of inhibitory band in the Dorsal Ventral Location (mm)
isRF (e.g., lower band, upper band, 2nd lower band, etc.). Then Dorsal Ventral

the BW40s of the two groups were Compared with a nonparaic. 9. Topography of inhibitory spectral RFs (isRFs) with classical lateral
metric statistical test. The results of each of these tests ar 'nfﬂbitory band structurey axis represents the percentage of cells with only 1

. . e wer and 1 upper lateral inhibitory band. Cell location on thewxis is
Table 2. When interpreting these resullts, it is important to norg%resented relative to the reversal in the bandwidth map obtained at 40 dB

that thesamepopulation of cells is used in eaC_h test (i.e., eabove threshold (BW40). Zero millimeter location corresponds to the mini-
row of Table 2), and the cells are grouped differently for theum in excitatory bandwidth that is refered to as the dorsalventral center of Al
purposes of each test. (For example, cells with a lower baffghreiner and Sutter 1992). Negative numbers are dorsal to the center of Al

; ; ; and positive numbers are ventral to the center of Al. Responses are binned in
includes both cells with and without an upper band') 1-mm intervals. Bin centered on 0 mm include®.5 to 0.5 mm. Number of

The presence of upper inhibitory bands in the iSRF W&§jis that were binned to calculate the value for each bar is given apref
clearly related to sharper frequency tuning in the esRF. The figure.
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TABLE 1. Dependence of simple band structure on BEF tone parameters

XLxUX
n* Meant Minimum Maximum nt % X X percentages

dB Above Threshold
Low-intensity BEF tone 34 4.5 0 10.5 14/34 41.2%
Moderate intensity 66 16.8 125 22.5 29/66 43.9%
High intensity 40 333 275 57.5 13/40 32.5%
Total 140 16 0 57.5 1.38 0.501

Octaves Above CF

Low-frequency BEF tone 48 -0.16 —0.68 -0.07 19/48 39.6%
Moderate frequency 50 -0.03 -0.06 0.00 21/50 42.0%
High frequency 44 0.14 0.00 1.14 15/44 34.1%
Total 140 —0.02 —0.68 1.14 0.64 0.727

* Number of cells in each group. T Top four rows, mean BEF tone intensity (in dB above threshold) for each group; bottom four rows, mean frequency
the BEF tone (in octaves above CF) for each group. £ Number of cells with xLxUx band structure/number of cells. § Résedtt @domparing the percentages
of xLxUx cells with low-, moderate-, and high-intensity BEF tones.

a manner analogous to the analysis of frequency selectiviB4,SCUSSION

above. The results are presented in Table 2. These studies demonstrate various complex inhibitory band
The presence of each type of inhibitory band was relate - . piex y
uctures arising from tones outside of esRFs in Al neurons.

to sharper intensity tuning. Neurons with a second UPPE! heral the structure of inhibitory fr ncv region b-
inhibitory band had stronger intensity tuning, with a mean 9e ﬁa _ffe s ;JC ure o ler i hc,’Y equency regions su
monotonicity ratio of 0.48 compared with a mean monotos-ta.nb“%y d'h ered rcz;n S'm%.er inhibitory t_ﬁ]nd structulres de-
nicity ratio of 0.68 for cells with no second upper band. Thi‘g:frI edint e_ar?%gn Ing auditory system. 'edspectra SthtllI”e
means that the average response to loud stimuli of a neurooq:\{vo'tone nni 'tory response are%s_ varied systematically

within Al. A simple, “center-surround” inhibitory band struc-

Wit.h a second upper inhibi'_cory b".md was only_ 48% as gref’ﬂre was more common in Alv, and more complex, derived
as its response to the best intensity. In cells without an Upr%{ge-band structures were seen 'in Ald. These data s’uggest that

inhibitory band, the average response at loud intensities w 4 neurons are better suited to analvze spectrally diverse
68% of the response at the best intensity. This differengounds such as vowels with multiple fo):mantps or otr{er com-
was significant (Mann Whitney, P = 0.017, see Table 2). K P

On average, sharper intensity tuning was always seen ](Bpnlc_anon sou_nds with multiple spectral components, whereas
celjls in Alv view the world through a simpler frequency

?neig?jlgai\gE?bsolfwt?;’ngp\?v?\:a’nsi%?rrwldalfevée\r/\’/i;? i%?lg llja?c?k?r? “aperture.” This difference between Alv and Ald constitutes
Y b ?Nlréher evidence supporting the hypothesis that Alv and Ald

one of these bands. These five comparisons represent all . : .
possible band locations, and the probability that all five tests® distinct subregions of AL (Sutter and Schreiner 1991).

would yield the same effect is 2 or 0.031. Cells with
traditional two-band inhibitory structure (LU) also were less

tuned for intensity than cells with other structures, further N= 5 19 60 43 7
supporting the idea that additional inhibitory bands are 1.2
associated with stronger intensity tuning.
Topographical differences in BW40 and intensity tuning __ 1o |
cannot completely account for the topography of inhibitory — §
properties. Although LU structure was significantly more com- & 0.8
mon in Alv, monotonicity ratio was not statistically different ‘g‘ :
between these two subdivisions. Also, differences in BW be- >
tween Ald and Alv did not reach significance in this study. It = 0.6
should be noted that in other studies, a statistically significant %
relationship has been reported between BW40 and dorsal- 0.4 -
ventral location (Schreiner and Sutter 1992). The lack of a
significant effect of BW in this study was probably due to the 02— ‘ ; ‘ ;
smaller sample of topographically localized celis{ 63) than 0 1 2 3 4
in Schreiner and Sutter 1998 & 103). However, the differ- Number of bands

ences in the topography of inhibitory properties does reach

Lo . . . . . . _FiG. 10.  Relationship of the number of inhibitory bands to the sharpness of
S|gn|f|cance in this StUdy |mply|ng a stronger relatlonShlp b?requency tuning. Error bars represent SE, the number of cells in each group

tween inhibitor)_’ properties and topography than between €z shown on theop of the figure. Slope of the regression fit wa®.18
citatory properties and topography. octaves per band and tievalue for the slope was 0.001.
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TABLE 2. Relationship of excitatory properties to inhibitory band structure

BWA4(Q? p° n° Mono Ratid pe n'

9Yes_Lower_Inhib vs. No_Lower_Inhib 0.57 vs. 0.88 0.090 118vs. 17 0.65vs. 0.70 0.450 123 vs. 17
"Yes_Upper_Inhib vs. No_Upper_Inhib 0.52vs.1.01 0.000** 111vs.24 0.66 vs. 0.68 0.870 117 vs. 23
"'Yes_Middle_Inhib vs. No_Middle_Inhib 0.81vs. 0.56 0.032* 24 vs. 111 0.66 vs. 0.67 0.690 25vs. 115
iYes_2nd_Lower_Inhib vs. No_2nd_Lower_Inhib 0.42 vs. 0.65 0.178 23vs. 112 0.62 vs. 0.67 0.370 23vs. 117
kYes_2nd_Upper_Inhib vs. No_2nd_Upper_Inhib 0.23vs. 0.65 0.001** 13vs. 122 0.48 vs. 0.68 0.017* 13vs. 127
'Yes_Unusual_Inhib vs. No_Unusual_Inhib 0.55vs. 0.66 0.290 61lvs. 74 0.61vs.0.71 0.022* 63vs. 77
MYes_xLxUx vs. No_xLxUx 0.51vs. 0.66 0.120 49 vs. 86 0.72vs. 0.63 0.030* 53 vs. 87

** Significant atP < 0.01, if P = 0.000 is given, this indicate® < 0.0005; *P < 0.05.# BW40 compares the mean value of the excitatory spectral receptive
field (esRF) bandwidth 40 dB above threshold for both groups in each’r@vivann-WhitneyU test was performed to calculaevalues comparing BW40.
°nis the number of cells in each group. The total number of cells used for BW40 comparisons Vi@ ratio compares the mean monotonicity ratio for
each group® A Mann-WhitneyU test was performed to calcula®evalues comparing the monotonicity ratia is the number of cells in each group for which
monotonicity ratio data were availabReThis row is a comparison of cells containing a lower inhibitory sideband to cells not containing any lower inhibitory
sidebands? This row is a comparison of cells containing an upper inhibitory sideband to cells not containing any upper inhibitory sidEbiandw is a
comparison of cells containing a middle inhibitory band to cells not containing an middle inhibitory! Ganisirow is a comparison of cells containing a second
lower inhibitory sideband to cells not containing a second lower inhibitory sidelfaftds row is a comparison of cells containing a second upper inhibitory
sideband to cells not containing a second upper inhibitory sidebainis row compares cells with an “unusual” inhibitory band to neurons without an unusual
inhibitory band. An “unusual” inhibitory band is defined as a second lower, second upper, or middle inhibitor{' Baimsirow compares cells the traditional
two-banded (LU) inhibitory band structure to cells with any other structure.

Potential importance of two-tone inhibition in auditory the frequency extent of the inhibition outside of the esRF is

perception and signal processing strikingly different. For example the cells the FRAs of which

Fare shown in Figs. 2, /A andJ, and & have similar excitatory

yrves, yet vastly different inhibitory curves, as do the tuning
gves from the cells in Fig. @ andE. These differences in

€ isRFs of cells with similar excitatory tuning are consistent

A fundamental question is, How do the complex isR
reported herein relate to sound analysis? Although speculati%
there is evidence that two-tone isRFs are related to the anal
of more complex signals. For example, two-tone inhibitory . . . X ; .
areas are necessary contributors to A1l cells’ abilities to diffdfith the notion that the isRF is carving out a reject band rather
entiate between frequency-modulated sweeps (e.g., Fuzes ?{/] solely shaping the excitatory response.
and Hall 1996; Shamma et al. 1993; Suga 1965), and monaural
sound localization cues (Imig et al. 1997). Two-tone isRFs c@elationship of isRFs in this study to other studies of
be used to predict cells’ responses to spectrally complgiibition and intensity tuning in Al
sounds such as “ripple spectra’ the energy of which is distrib-
uted across both esRF and isRF (Schreiner and Calhoun 1994lany Al neurons are intensity tuned, i.e., their firing rates
Shamma and Versnel 1995). It has been demonstrated thatdberease at high intensities. Intensity tuning must result from
location and extent of two-tone inhibitory bands provides eentrally generated by inhibition for two reasons. First, all
better prediction of the response to ripple spectra than propauditory nerve fiber firing rates increase monotonically with
ties of the esRF. increasing intensity. Second, the highly phasic short-latency

More generally, two-tone sRFs predict auditory corticainset-only response of auditory cortical neurons rules out
cells’ responses to arbitrarily complex stimuli better than eadaptation as the cause of intensity tuning. Several hypotheses
RFs. Nelken and colleagues (1994) determined the predictiveve been advanced to account for the mechanisms underlying
power of single-tone, two-tone, and higher-order responsesiritensity tuning (temporal envelope: Heil 1997; Heil and Irvine
complex stimuli. They concluded that the combination of sirt998; spectral splatter: Phillips 1988; Phillips et al. 1994;
gle- and two-tone RFs were sufficient to predict responsesrmtched BF inhibition: Caspary et al. 1994). All of these
complex stimuli and that increasing the stimulus content bRypotheses require short-latency inhibition. Our results show a
yond two tones provided only marginal improvement in preelationship between short-latency inhibition and intensity tun-
dictive power. Therefore the inhibitory modulatory effect ofng that is consistent with all of these hypotheses. Although
extra-esRF tones may play an important role in complex spasiderstanding the frequency extent of short-latency inhibition
tral analysis. could distinguish among these hypotheses, the variety of in-

Support that two-tone effects are indicative of spectral intéibitory band structures in intensity-tuned neurons (e.g., Figs.
gration can be gleaned further from a closer look at neurodsand 6) does not suggest one single mechanism but rather
with multi-peaked frequency tuning curves. More thH#nof supports the existence of several mechanisms.
these cells, which are primarily found in Ald, display two-tone Calford and Semple (1995) measured isRFs in A1 neurons
enhancement when tones are presented from each tuning cuisieag a forward masking paradigm where inhibitory tones were
peak simultaneously (Sutter and Schreiner 1991), indicating presented before BEF tones. Forward masking provides the
integrative role for these cells. About half (11/23) of th@dvantage of ruling out peripheral two-tone suppression and
multipeaked neurons from this study had a middle inhibitofpr studying the dynamics of inhibition. However, forward
band. Taking all the data, one might predict that A1 cells preferasking is not an ideal method to characterize how inhibition
complex spectra with energy in the excitatory areas and lackisigapes esRFs because any inhibition shaping esRFs has to be
energy in the middle inhibitory areas. very fast to affect the highly phasic short-latency excitatory

In this respect, it is interesting to note that the esRFs of somesponses of A1l neurons. The delay between presentation of
cells are quite similar with respect to shape and bandwidth, ibe inhibitory tone and the BEF tone and potential offset effects



2368 SUTTER, SCHREINER, BLEAN, O'CONNOR, AND LOFTUS

of the inhibitory tone can confound the relationship between A
isRFs and tuning curve shape.

Using short intertone intervals, Calford and Semple reported
that no isRFs were intensity tuned. This result is consistent
with ours, where inhibitory and BEF tones are presented si-
multaneously. However, when using an 80-ms difference be-
tween onsets, they found that many of the inhibitory bands
were intensity tuned, particularly when the excitatory response
was intensity tuned. There are too many possible mechanisms o er i S
and not enough data to speculate on the cause of these differ- _5road Inhibition +  Excitation RmIardnhpon
ences at longer delays between inhibitory and BEF tones.
Contributors to these mechanisms could be differences in la-
tency-intensity functions and phasicness of inhibition and ex-
citation, postinhibitory rebounds, subthreshold offset re-
sponses, desensitization of inhibitory receptors, and adaptation
of inhibition and excitation, to name a few.

Finally it can be argued that the inhibition observed in
intensity-tuned cells occurring when the variable tone is at the
BEF is due to the tone pair essentially behaving like a loud Broad Inhibiton + Excitationand = 2 Lower bands
BEF tone. This can be the case because at frequencies near the Facilitation
BEF, two-tone and intensity nonlinearities are related. Never-

L Lo
C
theless, the weakening of response to loud tones in the single-
tone case must be due to inhibition. Two-tone techniques,
therefore still quantify the spectral extent of the inhibition that
T

carves out intensity tuning in ways that cannot be achieved
with single tones (e.g., Fig.H.

Potential underlying mechanisms creating complex isRFs . .
2 Narrow Inhibitory Excitation 2 Lower bands

Another fundamental question is how are these complex Inputs
ISRFS formed? Any mthaﬂlsm could be implemented Dyrc. 11. Schematic representation of the potential generation of single and
cortical or subcortical inhibition. Because our study was denwitiple inhibitory side-bandsA: “lateral” inhibitory RF structure based on 1
signed to characterize inhibitory regions and not to determifjgibitory band with matched characteristic frequency. Broad inhibitory input

- . : hown with dark shadindgft). Outlined white-filled areas represent exci-
the underlying mechanisms, the following hypotheses must ggry areasrfiddle. Right observed tuning curve incorporating inhibitory

considered highly specqlative. ) ) and excitatory area3: 2 narrow inhibitory bands created by overlaying a
There are two potential mechanisms for creating LU bamdrrow facilitatory/excitatory band (diagonally striped in middle column) over

structure. Pharmacological studies (Caspary et al. 1994; Evargingle broad inhibitory band. Broad inhibitory input is shown with dark
and Zhou 1993) indicate that inhibition in anteroventral ¢ -hiﬁ;{‘aggo(f;‘?hgi‘:tggﬁg :’S”gi%meg] i‘iriggzr::ﬁ;esstﬁ;‘eg’;?ggégigaggﬁi
chlear n_UCIeus (A\_/CN), and dors?‘l cochlear. nucleus (DCN served tuning curve incorporating inhibitory, facilitatory, and excitatory
can be in tonotopic alignment with the excitatory responsgeasc: 2 lower inhibitory bands can result from 2 distinct inhibitory bands.
areas. In pallid bats (Fuzessery and Hall 1996), horseshoe [Félisand columns are the same asArandB.
(Vater et al. 1992), and chinchillas (Palombi and Caspary
1996), there are data to support the idea that the inhibitoryResults from echolocating bats support the existence of both
inputs in the central nucleus of the inferior colliculus (ICc) argnechanisms. As in Fig. Bl(middle,, mustached bats’ ventral
frequency-matched to the excitation. Intracellular and extracekcleus of the medial geniculate body (MGBvV) neurons have
lular cortical responses in cats also are consistent with matchew-tone facilitation (TTF) (Suga et al. 1997). When an exci-
or recurrent inhibition(e.g., Volkov and Galuzjuk 1991). tatory tone is paired with a tone outside the esRF, the cell fires
Therefore “simple two-banded structure” in the isRF can resutore strongly than to the excitatory tone alone. This TTF is
from one broad inhibitory input in tonotopic register with shaped through interactions of GABAergic inhibition aNd
more frequency-limited excitatory input (Fig. 11). Anothemethylp-aspartate-receptor mediated excitation/facilitation
potential cause of LU band structure is the convergence of t@od is passed on to Al cells (Fitzpatrick et al. 1993). Some Al
distinct inhibitory inputs. In mustached bat, ICc both matchezklls in mustached bats have a second lower inhibitory band
and unmatched inhibitory inputs have been hypothesiz#tht appears to have been split off from a larger low-frequency
(Yang et al. 1992). band by the TTF band as in Fig. BlKanwal et al. 1999).
Analogous to the potential mechanisms creating LU bar@ther second lower bands don’t appear to be related to TTF as
structure, there are two potential mechanisms for creating tivoFig. 11C (Kanwal et al. 1999).
lower, two upper, or middle inhibitory bands in cortical neu- Although this study provides the first step of characterizing
rons. First, multiple inhibitory bands might result from ondésRFs in Al of nonecholocating mammals, further studies are
broad inhibitory input split by a facilitatory-excitatory input (aeeded to unravel the underlying mechanisms creating spec-
in Fig. 11B), and/or each band might result from distinctrally intricate inhibition. For much of the tuning curve, there
inhibitory inputs (as in Fig. 1@). are overlapping inhibitory and excitatory inputs, and this tech-
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nigue only looks at the net effects. Pharmacological methodsd the paucity of studies of isRFs in the auditory system, one
(particularly if combined with 2-tone stimulation) that camrmust be careful not to interpret the lack of reporting of complex
selectively block excitation or inhibition, possibly in combinaisRFs in an auditory area as conclusive evidence that they do
tion with intracellular recording, would be required to teaseot exist. With these caveats in mind, what can be said about
apart the inhibitory and excitatory contributions in frequencigRFs in the auditory system?
response areas with overlapping inhibition and excitation. Forln a rare study of two-tone inhibition in the cochlear nucleus
complete understanding, these studies would need to be g&@N) of cats, all of the isRFs had simple two-banded structure
formed throughout the auditory system, including but not lim(Rhode and Greenberg 1994). Because CN neurons have mod-
ited to cortex, to determine how complex cortical isRFs aerate spontaneous activity, inhibition is more commonly stud-
formed. ied with single-tones. Inspection of AVCN single-tone tuning
curves have provided little evidence for inhibitory surround
Differences between two-tone suppression in the auditory structures with more than two bands or for inhibitory bands
nerve and cortical isSRFs that carve out multi-peaked excitatory frequency tuning curves.
Type-IV principle cells in the DCN have more complex tuning
Although a few cells had two-tone suppression areas similaurves than AVCN cells, providing some evidence for complex
to those reported in the auditory nerve (e.g., Fig. 1), most of tiRFs in the brain stem. Inspection of DCN single-tone tuning
inhibitory properties reported herein are distinct from thossurves (Evans and Zhao 1993; Goldberg and Brownell 1973;
described in the auditory nerve. For example, multiple discodMoung and Brownell 1976) yielded50% (n = 24) of cells
tinuous bands on either side of the BEF have not been deving simple LU band structure compared with 38% in this
scribed in the auditory nerve. Even cells with only one lowek1 study.
and one upper inhibitory band, a characteristic associated withAlthough some DCN neurons show the flavor of complexity
the auditory nerve, do not simply reflect a relaying of thesge report for cortical neurons, there are three main reasons to
peripheral suppressive properties. In particular, for many cefiaspect that DCN single-tone isRFs are not solely responsible
with simple two-band structure (e.gD3% the thresholds of the for the isRFs we are reporting. First, most of the complex
inhibitory bands are lower than one usually encounters in thehibitory properties reported in the DCN were in the tonic
auditory nerve (Sachs and Kiang 1968). Also, inhibitory frecesponse of the neurons. Al neurons in awake (Abeles and
quency tuning is often more broad than that of two-tone su@oldstein 1972) and anesthetized (deRibaupierre et al. 1972)
pression in the auditory nerve. For example, the FRA showngdats respond almost exclusively phasically at stimulus onset.
Fig. 2 has much broader low-threshold inhibition than anSecond, Young and Brownell (1976) reported that under bar-
reported for auditory nerve fibers. The example in Fig. 2 is thuturate anesthesia, isRFs of type-IV cells were spectrally
most extreme we recorded, although we encountered otlk@npler than in unanesthetized, decerebrate preparations. Be-
cells with low-threshold inhibitory bands more than an octaveause we used barbiturate anesthesia, the results of complex
wide. This example of Fig. 2 is extreme enough to raigeRFs cannot be due to passing on of complex DCN properties
concerns about potential stimulus artifacts; however, we alne. Third, the excitatory and inhibitory RF structure of
confident that there were no artifacts such as clicks. Furthe@rincipal DCN neurons from decerebrate cats appears more
more cells recorded both before and after this unit in thismplex by our criteria than most neurons of the brain stem
experiment had more “normal” band limited isRFs. Thereforend midbrain areas receiving DCN inputs. Although presently
we believe this cell is truly an example of extremely broadnder study (Ramachandran et al. 1999), the degree to which
low-threshold inhibition in Al. complex DCN isRF properties are passed on to subsequent
areas in the lemniscal pathway remains an open question.
Comparisons of subcortical isRFs with isRFs recorded in A1 [NSpection of tuning curves from the central nucleus of the
ICc of nonecholocating animals also has provided little evi-
If complex cortical isSRFs are different from two-tone supédence for inhibitory surround organization other than simple
pression seen in auditory nerve fibers, where are they formdd®-band structure or a single inhibitory band on one side of
This is difficult to answer because inhibitory properties can like CF. Using methods similar to this study, Ehret and Mer-
shaped by many nuclei(10 stations at 6 levels) of thezenich (1988) found mainly simple two-band structure (6/8
ascending auditory system [e.g., medial geniculate bodglls) and no cells with more than two bands in cat ICc. In
(MGB), Suga et al. 1997; ICc, Yang et al. 1992; DCN, Evaacholocating mustached bats, evidence is emerging that com-
and Zhao 1993; AVCN, Caspary et al. 1994]. Feedback coplex two-tone isRFs are present in the ICc (Portfers and Wen-
nections also are known to play a role in physiological pratrup 1999. However, this investigation focused on cells with
cessing of sounds (Yan and Suga 1998; Zhang et al. 199%wer than three inhibitory bands and does not mention mul-
Therefore the properties reported in this paper probably are tipte lower or upper bands. Therefore whether complex isRFs
solely cortical in origin but rather reflect a complex dynamiexist in ICc of cats still should be considered an open question.
feed-forward and feed-back system, for which identifying a In a study of the medial geniculate body of cats using similar
“locus” is not straight-forward. methods to ours, Imig et al. (1997) have shown that many
Furthermore all comparisons between studies must be inteeurons have complex isRFs. Inspection of that paper’s exam-
preted cautiously because confounding experimental variabpss of tuning curves recorded from the MGBvV and the lateral
such as differences in stimulus complexity, species, anesthedst of the posterior group of thalamic nuclei (PO) reveal only
ics, spatial sampling biases, search stimuli, binaural conditiotwp of seven cells had LU structure. Although the examples
and the frequency-intensity ranges and resolutions used, méken Imig et al. (1997) were taken mainly from a subset of
comparisons across labs difficult. Because of these difficulti®&5B neurons, i.e., the monaurally direction selective neurons,
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these results still support a high percentage of complex isR¥sPARY, D. M., Backorr, P. M., FNLAYsON, P. G.,AND PaLomsi, P. S.
in the parts of the MGB belonging to the lemniscal pathway. Inhibitory inputs modulate discharge rate within frequency receptive fields
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formed along the ascending auditory pathway of c&t®m lular study of the cat's primary auditory corteRrain Res.48: 185-204,
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Whether there is a progressive transformation of Comp|exity{uti0n, filtering and spectral integration) by single units of the inferior
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97: 117-126, 1993.
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