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Pyramidal cells in the dorsal cochlear nucleus (DCN) show three
characteristic discharge patterns in response tones: pauser, buildup,
and regular firing. Experimental evidence suggests that a rapidly
inactivating K1-current (IKIF) plays a critical role in generating these
discharge patterns. To explore the role ofIKIF, we used a computa-
tional model based on the biophysical data. The model replicated the
dependence of the discharge pattern on the magnitude and duration of
hyperpolarizing prepulses, andIKIF was necessary to convey this
dependence. Phase-plane and perturbation analyses show that re-
sponses to depolarization are critically controlled by the amount of
inactivation of IKIF. Experimentally, half-inactivation voltage and
kinetics ofIKIF show wide variability. Varying these parameters in the
model revealed that half-inactivation voltage, and activation and in-
activation rates, controls the voltage and time dependence of the
model cell discharge. This suggests that pyramidal cells can adjust
their sensitivity to different temporal patterns of inhibition and exci-
tation by modulating the kinetics ofIKIF. Overall, IKIF is a critical
conductance controlling the excitability of DCN pyramidal cells.

I N T R O D U C T I O N

The set of intrinsic membrane conductances expressed by a
neuron determines how different patterns of excitation and
inhibition are transformed into output spike trains (Llinas
1988) or in other words, the signal processing operations that
cells perform on the synaptically evoked voltage waveform. In
the auditory system, many neurons show discharge patterns
that appear to be closely regulated by cell-specific patterns of
ion channel expression. Pyramidal cells of the dorsal cochlear
nucleus (DCN) show a variety of different firing patterns to
auditory stimulation in vivo (Godfrey et al. 1975; Pfeiffer
1966; Rhode et al. 1983). We demonstrated that the in vivo
firing patterns could be replicated in vitro by varying the
pattern of hyperpolarization and depolarization (Manis 1990).
The discharge pattern changes were consistent with the in-
creased activation of a transient (inactivating) A-type K1 con-
ductance (IKI) (Connor and Stevens 1971) following a hyper-
polarization (Manis 1990). Subsequent modeling studies with
generic ionic conductances have supported this initial hypoth-

esis (Hewitt and Meddis 1995; Kim et al. 1994; Zhao 1993).
Although these models represent a proof of principle and
confirmation of the conceptual model, these models used arbi-
trarily defined cell and channel parameters and thus lacked a
physiological basis.

Recently we characterized a fast transient potassium current
(IKIF) in vitro in identified DCN pyramidal cells (Kanold and
Manis 1999b). The voltage and time dependence of conduc-
tance was well matched with the voltage and time dependence
of the discharge patterns on prior membrane hyperpolarization,
suggesting thatIKIF regulates the voltage-dependent discharge
pattern in DCN pyramidal cells. A conclusive test of the role of
IKIF in generating the discharge patterns would be to remove
the channel from the cell and observe whether the discharge
patterns are altered. Unfortunately due to the diversity and
sequence similarities of K1 channels, few specific antagonists
are available, and presently none are known to be specific for
IKIF.

Since we had characterized most outward currents present in
DCN pyramidal cells on a detailed biophysical level (Kanold
and Manis 1999b), this information was used to develop a
computational model. Computational models have the advan-
tage that conductances can be removed from the cell conve-
niently and the effects on the simulated discharge can be
observed readily. In contrast to previously published models,
the potassium channels in the model are based on in vitro data.
The simulation results show thatIKIF is solely responsible for
the observed voltage-dependent discharge patterns in DCN
pyramidal cells. Moreover, we find that modifications of the
voltage and time dependence ofIKIF alter the discharge pat-
terns. The model is consistent with the experimentally ob-
served range of voltage dependence and channel kinetics and
suggests that these may be adjusted in individual cells to
optimize processing of different patterns of afferent activity.

M E T H O D S

Modeling was performed with programs implemented in C11
(Metrowerks Codewarrior 11) and executed as a MEX-file under
MATLAB (version 5.2, The Mathworks, Natick, MA) on a Power
Macintosh G3 (Apple, Cupertino, CA). Most results were also con-
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firmed with the same equations implemented in NEURON, version
4.2 (Hines and Carnevale 1997).

The model pyramidal cell was represented by a single somatic
compartment in which a membrane capacitance (Cm) is connected in
parallel with voltage- and time-varying ionic conductances. While
there is some evidence that the dendritic trees of DCN pyramidal cells
contain active conductances (Manis and Molitor 1996; Molitor and
Manis 1996), adding a passive dendritic tree or one with uniform
active conductances did not quantitatively change the results shown
here except for a decrease in the input resistance. Thus we performed
all calculations on a point soma model.

The membrane contains five voltage-dependent ionic conductances
and a leak conductance

2
dVm

dt
5

1

Cm

p ~IKIF~Vm, t! 1 IKIS~Vm, t! 1 IKNI~Vm, t! 1 INa~Vm, t!

1 I h~Vm, t! 1 I L~Vm!! (1)

WhereIKIF andIKIS are the fast and slowly inactivating potassium
currents, IKNI is the noninactivating potassium current,Ih is the
hyperpolarization-activated cation current,INa is the sodium current,
and IL is the leak current.

Kinetic descriptions

The currents were modeled as voltage- and time-dependent con-
ductances using standard descriptions (Connor et al. 1977; Hodgkin
and Huxley 1952) defined by time- and voltage-dependent activation
and inactivation variables, termed the gating functionsx(V, t). The rate
of change of the gating variablesx(V, t) are described by the first-order
differential equation

dx~V, t!

dt
5

x`~V, t! 2 x~V, t!

tx~V!
(2)

Wheretx(V) is the time constant andx`(V) is the steady-state value
of x(V, t). The activation variables are generically labeledm and the
inactivation variables are labeledh.

Fast sodium current (INa)

Because Na1 currents have not been characterized in DCN pyra-
midal cells, a simpleINa similar to other Na1 channels in the literature
in central neurons was implemented (Bernander et al. 1994). The
kinetic equations forINa are given by

INa~Vm, t! 5 gNamNa
2 hNa~Vm 2 VNa! (3)

mNa`~Vm! 5 ~1 1 e2@~Vm138!/3#!21 (4)

hNa`~Vm! 5 ~1 1 e~Vm143!/3!21 (5)

The activation and inactivation time constants were treated as
voltage independent and fixed at 0.05 and 0.5 ms, respectively. The
maximal conductance,gNa, was adjusted to 350 nS so that the action
potential threshold and width were close to the physiological values.
This description was chosen for convenience, and the exact form of
the sodium conductance was not found to be critical to the modeling
results presented here. Similar results were obtained using a temper-
ature-scaled variation of the Hodgkin-Huxley sodium conductances
(Hodgkin and Huxley 1952), and the state model of Moore and Cox
(1976).

Inactivating potassium currents (IKIF and IKIS)

The most prominent outward currents in the somata of DCN pyra-
midal cells are the fast and slow inactivating potassium currentsIKIF

andIKIS. The kinetic equations forIKIF andIKIS were directly derived

from the experimentally determined parameters (Kanold and Manis
1999b)

IKIF~Vm, t! 5 gKIFmF
4hF~Vm 2 VK! (6)

mF`~Vm! 5 ~1 1 e2@~Vm153!/25.8#!21 (7)

hF`~Vm! 5 ~1 1 e~Vm189.6!/6.7!21 (8)

tmF~Vm! 5 ~0.15 p e~Vm157!/10 1 0.3 p e2@~Vm157!/10#!21 1 0.5 (9)

thF~Vm! 5 ~0.015p e~Vm187!/20 1 0.03 p e2@~Vm187!/20#!21 1 10 (10)

IKIS~Vm, t! 5 gKISmS
4hS~Vm 2 VK! (11)

mS`~Vm! 5 ~1 1 e2@~Vm140.9!/23.7#!21 (12)

hS`~Vm! 5 ~1 1 e~Vm138.4!/9!21 (13)

tmS~Vm! 5 ~0.15 p e~Vm140!/10 1 0.3 p e2@~Vm140!/10#!21 1 0.5 (14)

thS~Vm! 5 200 (15)

Since the average experimentally determined population time con-
stants for activation and inactivation of the three K1 currents showed
little voltage dependence (Kanold and Manis 1999b), the activation
time constants ofIKIS andIKIF were initially fixed at 0.8 ms, and the
inactivation time constants were fixed at 11 and 200 ms, respectively.
Although the model reproduced the dependence of the discharge
pattern on prepulse amplitude and duration, the model failed to
reproduce the sharp transitions in firing patterns observed experimen-
tally. In general, however, rate constants governing ion channel state
transitions are voltage dependent. Re-examination of the data showed
that currents from individual outside-out patches, and in whole cells,
showed voltage-dependent activation and inactivation kinetics (i.e.,
see Kanold and Manis 1999b, Fig. 5). Hence, we incorporated voltage
dependent time constants into this model. The activation time con-
stants ofIKI in individual isolated cells obtained from the data shown
in Kanold and Manis (1999b, Fig. 9) are shown in Fig. 1A (thin lines).
The voltage dependence of the activation time constants ofIKIF and
IKIS (tmF andtmS) were modeled to approximate the experimentally
observed time constants. The activation time constants ofIKIF andIKIS

are shown in Fig. 1A (thick lines) and given byEqs. 9and14. Figure
1B shows the inactivation time constant ofIKI in individual isolated
cells (thin lines). The inactivation time constant ofIKIF (thF) was
modeled to approximate the experimentally observed time constants.
The inactivation time constant forIKIF is shown in Fig. 1B (solid line)
and given byEq. 10.Since the inactivation time constant ofIKIS is
relatively large, it was kept voltage invariant. Note that there is large
variability in the time constants; the effects of this variability will be
explored in the simulations.

Noninactivating potassium current (IKNI)

A third potassium current was experimentally observed in both
acutely isolated cells and in patches. This current was a noninactivat-
ing, and behaved according to the following equations

IKNI~Vm, t! 5 gKNImN
2 ~Vm 2 VK! (16)

mN`~Vm! 5 ~1 1 e2@~Vm140!/3#!21 (17)

As we did not have detailed data on the voltage dependence of
activation time constant for this conductance, the activation time
constant ofIKNI was treated as voltage independent and adjusted from
the experimentally obtained values of 1–5 ms at 22°C to 0.5 ms (at our
equivalent temperature of 32°C) to yield an action potential width of
;1 ms.
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Hyperpolarization activated potassium current (Ih)

Pyramidal cells show a gradual decrease in hyperpolarization
(“sag”) during long hyperpolarizing pulses (see Kanold and Manis
1999b; Manis 1990). In addition, the membrane time constant is
shorter for depolarizations after hyperpolarizations than for hyperpo-
larizing steps from the same voltage (Manis 1990; unpublished ob-
servations). One conductance that could produce these features is a
nonselective hyperpolarization-activated cation current (Ih). Therefore
a previously published description ofIh (Destexhe and Babloyantz
1993; Destexhe et al. 1993) was incorporated into the model.Ih
activated below240 mV and thus contributed slightly to the resting
input resistance. Activation ofIh reduced the membrane time constant
(measured in response to a depolarization at the end of a 100-ms
hyperpolarizing step to2100 mV)tm from 3.2 to 2 ms.Ih is defined
as

I h~Vm, t! 5 ghmhnh~Vm 2 Vh! (18)

mh`~Vm! 5 nh`~Vm! 5 ~1 1 e~Vm168.9!/6.5!21 (19)

tmh~Vm! 5 ~1 1 e~Vm1183.6!/15.24!21 (20)

tnh~Vm! 5 ~1 1 e~Vm1158.6!/11.2! p ~1 1 e~Vm175!/5.5!21 (21)

Leakage current (IL)

The leakage current representing resistive losses over the mem-
brane was described by Ohm’s law

I L~Vm! 5 gl~Vm 2 Vl! (22)

The leak conductance was adjusted so that the whole cell input
resistance (Rm) at rest (260 mV) was close to the experimental value
of ;300 MV determined in isolated cells. The actual values were 284
MV in the MATLAB model and 300 MV in the NEURON model.
The resting conductance of the cell is determined by the sum of all
voltage-gated conductances and the leak current. The summed resting
conductance of the voltage-gated channels (excluding the leak con-

ductance) was computed and the difference between this value, and
the target input conductance of the cell was set as the leak conduc-
tance, which in this model was 2.8 nS.VL was set to257.7 mV to
obtain a resting potential of260 mV, similar to the resting potential
of pyramidal cells in vitro (Hirsch and Oertel 1988; Kanold and Manis
1999b; Manis 1990; Zhang and Oertel 1994).

The reversal potentials for potassium (VK) and sodium (VNa) were
adjusted to281.5 mV (as measured from patches) and 50 mV (as
estimated) respectively.

Scaling

In our experiments (Kanold and Manis 1999b), K1 channel kinetics
were measured in outside-out patches. However, the exact geometry
of the patch and hence its area was unknown, and it is likely based on
our observations that the somatic distribution of channels is uneven.
We therefore considered several factors in setting the magnitudes of
conductances. First, the whole cell capacityCm was chosen to match
passive membrane properties of acutely isolated whole cells from rat
DCN (Kanold and Manis 1999b). Isolated DCN cells in rat pup have
narrow fusiform somas.20 mm in length, withCm ranging from 12
to 16 pF. These capacitance values are consistent with a spherical
soma of;20 mm diam, assuming the standard membrane capacitance
density of 1mF/cm2 (Hille 1992). We choose the isolated cells as the
target for these simulations because we had accurate measurements of
whole cell currents and input resistances for this situation. In intact
cells in slices, failure to adequately voltage-clamp dendritic mem-
brane prevented us from obtaining acceptable estimates for the max-
imal conductances. The input resistance of the isolated cells averaged
300 MV, whereas the input resistances of outside-out patches varied
from 3 to 8 GV. Using a scale factor of 30 (;8GV/300MV), we
obtained total outward currents at 0 mV of;5 nA, consistent with our
whole cell voltage-clamp data (Fig. 1D). In additional simulations
(not shown), we adjusted this scale factor to mimic an intact cell. The
cell capacitance and all conductances were raised again by a factor
of ;20 (to setCm to 250 pF, consistent withRin 5 50 MV andtm 5
12 ms), and the input resistance adjusted via the leak conductance to

FIG. 1. A and B: voltage dependence of time con-
stants ofIKIF and IKIS. Thin lines indicate the experi-
mentally determined time constants from individual iso-
lated cells (fit assuming 4th-order activation). The thick
lines indicate the time constants used in the model.A:
activation time constantstmF andtmSof IKIF andIKIS. B:
inactivation time constantthF of IKIF. C: example traces
from model cell under voltage clamp.Top: depolarizing
step to110 mV with prepulses to2100 (solid) or 0 mV
(dashed line). Note the rapidly inactivating transient
current.D: activation curve for peak current in simu-
lated voltage-clamp experiments with2100 mV pre-
pulses as inC. Peak current near 0 mV is;5 nA. E:
inactivation curve of the peak transient current (solid
line). The curve showed 2 points of inflection, suggest-
ing double Boltzmann behavior. Arrows indicate esti-
mated half-voltages of the 2 components. Dashed lines:
blocking IKIS or IKIF yields the inactivation curves of
remaining currentsIKIF andIKIS, respectively.IKIF has a
half-inactivation at about290 mV, whereasIKIS shows
half-inactivation at about240 mV. F: summary of
recovery from inactivation as function of prepulse
length in simulated voltage-clamp experiments. Upright
triangles: peak transient current. The data were best
fitted with a double exponential with time constants of
11 and 213 ms (solid line). Dashed line is a fit with a
single exponential with a time constant of 14 ms. In-
verted triangles: recovery of the peak transient current
with IKIF set to 0. The data were best fitted with a single
exponential with a time constant of 202 ms (solid line),
corresponding to the recovery ofIKIS.
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50 MV. Although larger currents were required to obtain equivalent
voltage displacements due to the lower input resistance, the results
were the same.

The relative conductance ratios of the different outward currents
were derived from the experimental measurements. The conductance
of IKIF (gKIF) in patches varied from 1.5 to 14 nS and averaged;5 nS;
thus after scaling from patch to whole cell,gKIF was set to 150 nS. The
measured amplitude ofIKIS in patches is about one-fourth the ampli-
tude ofIKIF (see Kanold and Manis 1999b, Fig. 3), sogKIS was set to
40 nS. The maximum conductance ofgKNI as scaled from patches to
whole cell would be 20 nS. However, this value was too small to
rapidly repolarize action potentials and produce action potentials
followed by undershoots. SettinggKNI to 80 nS yielded appropriate
action potential shapes and physiological action potential height. We
justify this difference on the grounds that channel densities may be
higher in the initial segment of the axon where action potentials are
most likely initiated (Colbert and Johnston 1996; Stuart et al. 1997),
whereas our estimates were from conductances sampled from the
soma.

The magnitude ofIh (gh) was determined from estimates of the
equivalent parallel conductance generated by the sag during the hy-
perpolarizing prepulse in current-clamp recordings from slices, which
was 34 nS. This value was then scaled by the relative capacitance of
the isolated cells versus the equivalent capacitance determined from
the tm of cells in slices, yielding a whole cell conductance forgh of
3 nS. Vh was set to243 mV (Destexhe and Babloyantz 1993;
Destexhe et al. 1993). The magnitude and time course of the sag
produced by this conductance closely resembled that seen in intracel-
lular recordings from DCN pyramidal cells.

Voltage-clamp simulations

To confirm the behavior of the model, we compared the size and
voltage dependence of the currents with the experimentally obtained
voltage-clamp data from acutely isolated cells and outside-out mem-
brane patches. In these voltage-clamp simulations,gNa is set to zero to
eliminate the contribution of Na1 channels. Activation of the transient
currents was studied using a prepulse protocol similar to the protocol
used experimentally, in which the membrane was held either at 0 or
2100 mV to inactivate or deinactivate both transient currents, respec-
tively. The prepulse was followed by a test step to a varying voltage.
The transient current was inactivated by depolarizing prepulses (Fig.
1C),and was activated near the resting potential of260 mV (Fig. 1D).
The size of the transient current, its kinetics, and its activation voltage
is in the range of the experimental results for acutely isolated cell
bodies (Kanold and Manis 1999b). Steady-state inactivation was
measured by preceding a depolarizing step with a prepulse to various
voltages (Fig. 1C). The current showed a pronounced transient com-
ponent after hyperpolarizing prepulses; the amplitude of the transient
current was smaller following depolarizing prepulses. Figure 1E
shows the normalized peak transient current as function of prepulse
voltage. Similar to the experimental data (Kanold and Manis 1999b,
Fig. 4), the inactivation shows a double Boltzmann shape with half
voltages of about290 and about240 mV (arrows indicate the
estimated midpoints of the 2 inflections). Setting eithergKIS or gKIF to
zero resulted in single Boltzmann curves (Fig. 1E, dashed lines) that
correspond to the inactivation curves of the unblocked current. Elim-
inating IKIF resulted in a single Boltzmann curve (long dashed line)
with a half inactivation of about240 mV (vertical thin line), which
corresponds to the half inactivation ofIKIS. WhenIKIS was removed,
a single Boltzmann curve (short dashed line) was observed with a half
inactivation of about290 mV (vertical thin line), which correspond-
ing to half-inactivation ofIKIF. These results are similar to those seen
with pharmacological block ofIKIS (see Kanold and Manis 1999b,
Fig. 6). WhenIKIS was blocked by TEA or 4-aminopyridine (4-AP),
the blocked current (determined by subtraction) had half-inactivation
at about240 mV. IKIF was TEA and 4-AP resistant and showed

half-inactivation at about290 mV. The double Boltzmann shape in
the model is not as pronounced as in some of the experimental data
(i.e., see Kanold and Manis 1999b, Fig. 6), probably reflecting varying
ratios ofIKIF andIKIS in outside-out patches. These results show that
the activation and inactivation of the potassium currents in the model
is similar to the experimental observations.

We also measured the recovery ofIKI from inactivation while
varying the length of the hyperpolarizing prepulse. The amplitude of
the transient current was maximal after long hyperpolarizing steps,
whereas it was reduced after short steps. When the time course of
recovery of the peak current (Fig. 1F, upright triangles) was fitted
with a single exponential function over the range of prepulse durations
studied experimentally, the resulting time constant was 14 ms (Fig.
1F, dashed line). This time constant is similar to the experimentally
observed time constants. We previously found that the recovery ofIKI

was slightly longer than the dependence of the first spike latency shift
on prepulse duration (time constants of 15–20 vs. 10 ms) (Kanold and
Manis 1999b). In the model, it was apparent that the recovery time
course ofIKI was better described with a double exponential function,
with a fast and a slow time constants of 11 and 213 ms (Fig. 1F, solid
line), suggesting that removal of inactivation for the two currents (IKIF

and IKIS) proceeds with different time courses. RemovingIKIF from
the model resulted in smaller outward transient current and the resid-
ual recovery time course was best fit with a single exponential
function with a time constant of 202 ms (Fig. 1F, inverted triangles
and solid line), corresponding to the time course of removal of
inactivation for IKIS. These results indicate that the behavior of the
transient currents in the model closely parallels that of the experimen-
tally studied potassium currents.

R E S U L T S

The behavior of the point soma model of a DCN pyramidal
cell in a variety of experimental conditions will be investigated
and compared with the experimentally observations reported
previously (Kanold and Manis 1999b). The results are pre-
sented in two parts. First, current-clamp simulations will be
presented and we show that the discharge patterns match the
experimental observations. Second, we show how modifica-
tions of IKIF voltage dependence and kinetics within the ex-
perimentally observed range alter the dependence of the dis-
charge pattern on prepulse amplitude and duration.

Spike rate

First, the response of the model to current pulses of varying
amplitudes from rest was examined. The model did not spon-
taneously fire action potentials at rest. Depolarizing current
injections produced trains of action potentials (Fig. 2A). The
sustained discharge was very regular, similar to results ob-
tained in vitro (Hirsch and Oertel 1988; Kanold and Manis
1999b; Manis 1990; Zhang and Oertel 1994). The spike fre-
quency increased monotonically and showed some saturation
for large injection currents (Fig. 2B). For small currents, the
firing rate increased with a slope of 1,012 Hz/nA. This slope is
about nine times higher than experimentally measured in slices
from guinea pig (116 Hz/nA) (Manis 1990), three to nine times
higher than in mice (100–300 Hz/nA) (Zhang and Oertel
1994), and four times higher than that in gerbil (258 Hz at 1
nA) (Ding et al. 1999). The difference in slopes can be ex-
plained by the higher input resistance of the somatic model as
compared with a cell in slices (300 vs.;30 MV). Larger
model cells with dendritic compartments or single compart-
ment models with lower input resistances showed spike rates
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similar to those in real cells (not shown). For hyperpolarizing
current injections, a “sag” was present in the response, reflect-
ing activation ofIh, which is similar to experimental results
(Manis 1990).

Dependence of the discharge pattern on prepulse voltage

Next, we investigated how the first spike latency (FSL) and
first interspike interval (FISI) depend on the prepulse voltage.
In pyramidal cells, the FSL and FISI are a function of the depth
and duration of hyperpolarization preceding a test depolariza-
tion (Kanold and Manis 1999b; Manis 1990). In these simula-
tions, we used a 50-ms subthreshold depolarization to partially
inactivate transient currents, as we did experimentally. This
was done to help insure that the state of the channels at the start
of the hyperpolarizing pulse was the same in all cells. The
traces in Fig. 3A1 demonstrate the effect of varying the pre-
pulse amplitudes. For small hyperpolarizations, there was little
change in latency. However, as the hyperpolarization was
increased further, the latency suddenly increased. When the
latency increased, there was a characteristic “hump and sag” of
the membrane potential at the onset (arrowheads in Fig. 3A1).
In Fig. 3B1 the FSL (circles) and FISI (triangles) are plotted as
a function of prepulse voltage. Most of the FSL increases occur
when the prepulse voltage is between280 and2110 mV. The
largest increase in FSL occurred between286.3 and283.3
mV (arrow in Fig. 3B1); this corresponds to the disappearance
of the onset spike (arrowhead in Fig. 3A1). The increase in FSL
at this point is similar to the duration of the FISI, so that the
first spike now occurs approximately where the second spike
occurs without prior hyperpolarization. To estimate the half-
voltage for the FSL shift, a Boltzmann function was fitted to
the data (Fig. 3B1, solid line). The half voltage was289.3 mV,
which is similar to values obtained experimentally using the
same analysis (Kanold and Manis 1999b).

To test the hypothesis that the voltage-dependent FSL shift
is due toIKIF, gKIF was set to zero as shown in Fig. 3A2 for the

FIG. 3. Voltage dependence of 1st spike latency (FSL) and 1st interspike interval (FISI).A1: responses to a constant
depolarizing current step after a 50-ms hyperpolarization to different levels (268.0,283.3,286.3,2109.0 mV). The dashed line
in each trace indicates the resting potential of260 mV. The hyperpolarizing pulses were preceded by a depolarizing step below
spike threshold to inactivate transient K1 currents. Arrow points to “hump and sag” response. Note the sharp increase in FSL
between the 2nd and 3rd traces, corresponding to the elimination of the onset spike.A2: removal ofIKIF from the model eliminates
the long FSL after hyperpolarizing steps.B1: latency and FISI as afunction of prepulse voltage. The FSL (filled circles) increases with
increasing hyperpolarization between260 and2100 mV, whereas the FISI (open triangles) is nearly constant. The solid line indicates
a Boltzmann fit with a half-voltage (VFSL) of 289.3 mV. The arrow points to the sharp transition in firing pattern.B2: when IKIF is
removed, the increase of the FSL with increasing hyperpolarization is less pronounced. The FISI is unchanged from the control conditions.
C: the current injection protocol forA.

FIG. 2. Firing rate as a function of injection current.A: injection of long-
lasting depolarizing (100 ms) currents from2300 to 400 pA resulted in trains
of action potentials.B: spike rate as a function of current amplitude. Spike
threshold is 50 pA. The spike rate increased monotonically with a slope of
1,012 spikesz nA21 z s21 (regression line) before showing a sloping saturation.
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most hyperpolarized prepulse voltage. The FSL was slightly
longer than with no prepulse, probably because of the in-
creased passive charging time of the membrane. The shift in
FSL with increasing hyperpolarization is small, as shown in
Fig. 3B2. These results show thatIKIF is necessary for the
generation of voltage-dependent discharge patterns.

Dependence of the discharge pattern on prepulse duration

We next examined the effect of changing the duration of the
hyperpolarizing prepulse on the FSL. Figure 4A shows four
traces with varying prepulse durations. Increasing the length of
the prepulse from 3.0 to 9.2 ms increased the FSL from 6.2 to
10.0 ms. However, lengthening the prepulse further to 10.8 ms
increased the FSL to 23.7 ms. Note that the first spike occurs
at a latency just slightly longer than the second spike for a
prepulse duration of 9.2 ms, indicating that the onset spike has
been deleted (arrowhead). The voltage showed a hump and sag
in place of the deleted onset spike. The cell fires now with a
buildup pattern. Further increases in the prepulse duration lead
to a further increase in FSL. The FSL increased linearly for
short prepulses (Fig. 4B1), probably due to passive charging of
the membrane, and then abruptly transitioned to a long FSL
pattern. Note the small concurrent changes in FISI at the
transition point (open triangles).

The shift in FSL with prepulse duration was fitted with a
single exponential function (Fig. 4B1, solid line), with a time
constant of 9 ms, similar to that seen experimentally (Kanold
and Manis 1999b). Removal ofIKIF abolished most of the
dependence of the FSL on the prepulse duration (Fig. 4B2,
filled circles). A small residual linear FSL shift was present
after the removal ofIKIF for short pulses. This shift is also seen
with IKIF (Fig. 4B1) and is probably due to passive charging of
the membrane. The FSL decreases for long hyperpolarizing
steps, an effect likely due to the activation ofIh, which lowers
the membrane time constant during repolarization. These re-
sults suggest that increased availability ofIKIF is directly
responsible for the increase in FSL with longer hyperpolarizing

steps. They also suggest thatIh may play a modulatory role in
this process.

Transitions between discharge patterns

To this point, it has been demonstrated that the model
showed a regular or buildup pattern after hyperpolarizing pre-
pulses, depending on the prepulse amplitude. Pyramidal cells
can show a regular, buildup, or pauser pattern or transition
between these patterns depending on the levels of hyperpolar-
ization and depolarization (see Kanold and Manis 1999b; Ma-
nis 1990). The transition from a buildup to a pauser pattern
usually occurs when the depolarization is made larger.

Figure 5 shows the response of the model to several prepulse
levels while testing with larger depolarizing currents (200
instead of 100 pA). Now the model responds with an increased
FISI, but a short FSL, following hyperpolarized pulses (Fig.
5A1, 2). This is the hallmark of the pauser pattern. The
increase in FISI largely occurs between280 and2110 mV,
with an estimated half voltage of299 mV (Fig. 5B), similar to
the range observed in vitro (Kanold and Manis 1999b). Pauser
responses were abolished whenIKIF was removed from the
model (not shown). The model also changed firing pattern from
regular to pauser as the length of the hyperpolarizing pulse was
increased (Fig. 5,C andD); however, the transition in this case
is more gradual than that shown in Fig. 4.

Intermediate amplitude (150 pA) depolarizing steps caused
the model to show all three discharge patterns when varying
the prepulse hyperpolarization (Fig. 6,A and C). For small
hyperpolarizations, the model showed a regular discharge pat-
tern, whereas increasing the amount of hyperpolarization
caused a switch to a pauser pattern (arrow in Fig. 6A1). With
further hyperpolarization, the onset spike failed (arrowhead)
and the model fired with a buildup pattern. The transition
between pauser and buildup pattern is visible as a large in-
crease in FSL and an associated decrease in FISI (Fig. 6B).
Similar transitions between firing patterns were seen in vitro
(Kanold and Manis 1999b; Manis 1990). The model also
changed firing pattern from regular to pauser to buildup as the

FIG. 4. Time dependence of FSL and FISI.A:
responses to a depolarizing current step following
hyperpolarizing pulses of varied duration (3.0, 9.2,
10.8, 32.9 ms). Note the development of the long
FSL response and the sharp firing pattern transi-
tion. The current injection protocol is shown inC.
B1: FSL as function of prepulse duration. FSL
(filled circles) increases approximately linearly
with pulse duration until;10 ms, at which the
FSL increased rapidly (arrow). The increase in
FSL after this time point could be approximated
by a single exponential with a time constant of 9
ms (solid line).B2: removal ofIKIF decreases the
increase in FSL after longer hyperpolarizing steps.
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length of the hyperpolarizing pulse was increased (Fig. 6,C
andD).

To summarize, the model can show all three discharge
patterns: regular, buildup, and pauser. Which pattern is pro-
duced depends on the levels of prehyperpolarization and on the
magnitude of the test depolarization. The voltage and time
dependence of these patterns is similar to that seen in cells in
brain slices, including the sharp transitions between firing
modes that are seen with small changes in stimulation condi-
tions. It appears thatIKIF controls these discharge patterns
since when it is removed from the model, the cell only fires
regularly regardless of the stimulus conditions.

Influence of the half-inactivation voltage of IKIF

on discharge pattern

If IKIF controls the discharge patterns of the cells, then the
voltage dependence of the FSL and the inactivation ofIKIF

should be related. Indeed, a wide range of half-inactivation
voltages ofIKIF (VKIF) and half-voltages of the FSL shift (VFSL)
were observed experimentally (Kanold and Manis 1999b). To
directly test this hypothesis,VKIF was varied from its control
value of 289.6 mV to values ranging from299.6 to264.6
mV. Figure 7A shows the results of parametric simulations in
which both the prepulse amplitude andVKIF were varied. The

FIG. 5. Pauser responses.A1: responses
to different prepulse amplitudes with a de-
polarization to 200 pA (current protocol
shown in A2). Note the development of a
long FISI (2) for hyperpolarized steps.B:
the FISI (ƒ) increases with increasing hyper-
polarization between280 and2110 mV. ¦,
the half voltage.C1: responses to varied
prepulse duration (shown inC2). The model
developed a long FISI.D: FSL and FISI as
function of prepulse duration. The FISI in-
creases with prepulse duration, then satu-
rates.

FIG. 6. A1: responses to different prepulse
amplitudes with a depolarization to 150 pA
(current protocol shown inA2). Note the de-
velopment of the long FISI (arrow) and
switch to long FSL (arrowhead) for hyperpo-
larized steps.B: the FSL (filled circles) and
FISI (unfilled triangles) at different prepulse
levels. The FISI increases gradually with
hyperpolarization between280 and2100
mV, and then abruptly decreases as the FSL
increases.C1: responses to different pre-
pulse durations (shown inC2). The model
developed a long FISI and then switched to
a long FSL.D: FSL and FISI as function of
prepulse duration. Note the sharp transition
in firing pattern (arrow) for a prepulse du-
ration of 25 ms.

529ROLE OF TRANSIENT K1 CURRENTS IN DCN PYRAMIDAL CELLS



plot shows contour lines of the FSL during these trials; regions
associated with particular discharge modes are indicated on the
graph. For small hyperpolarizations and negativeVKIF, no
increase in FSL is seen; the cell always fires in a regular
pattern. However, increasing the hyperpolarization to near
2100 mV results in a large increase in FSL, corresponding to
the buildup pattern. WhenVKIF is made more positive, then the
region of rapid FSL increase occurred at less hyperpolarized
prepulse levels. For example, whenVKIF is 264.6 mV, the cell
fires with a buildup response for prepulses just below the
resting potential. For these conditions (100-pA depolarizing
test pulse), the FISI shows little change for any combination of
prepulse voltage. To explore the association between half-
inactivation and FSL voltage dependence, the half-voltage of
the Boltzmann fit to the prepulse voltage dependence for each
value ofVKIF was computed as shown in Fig. 3B1. These data
almost fell on a line with a slope of 1 (Fig. 7B, —), suggesting
that the region of the main latency shift and the half-inactiva-
tion voltage ofIKIF are strongly correlated. We also analyzed
the model using 200-pA depolarizations, where cells show a
transition from regular to pausing patterns. The results were
similar in that the FISI was strongly correlated withVKIF (not
shown).

Next we investigated how variations of the half-inactivation
voltage of IKIF (VKIF) affect the dependence of the FSL on
prepulse duration. Figure 7,C andD, shows the dependence of

FSL and FISI on prepulse duration over a range ofVKIF. For a
given combination of hyperpolarization and depolarization, the
FSL is somewhat independent ofVKIF, except for long pulses
where the latency shift depends on both pulse duration and
VKIF (Fig. 7C). In the same simulations, the FISI increased
significantly whenVKIF was less negative for prepulse dura-
tions where a short FISI was produced under control conditions
(Fig. 7D). For example, varying the prepulse duration with
VKIF 5 264.5 mV yields a regular response for very short
prepulses, pauser responses for prepulses between 4 and;12
ms, and buildup responses for longer prepulses. Thus the
prepulse duration necessary to initiate the transition from reg-
ular to pauser, and from pauser to buildup, depends on the
value ofVKIF.

These simulations suggest that cells with different half-
inactivation voltages forIKIF will respond with different dis-
charge patterns to the same stimulus. We suggest that the
variability of the voltage dependence of the discharge patterns
seen experimentally reflects the underlying variability ofVKIF.
Moreover, if a cell can adjustVKIF, then it can dynamically
alter its response to a particular stimulus.

Influence of the kinetics of IKIF on discharge pattern

Because voltage dependence of the FSL and the inactivation
of IKIF were related, we investigated how the kinetics ofIKIF

FIG. 7. Relationship of the half-inactivation voltage ofIKIF and the voltage and prepulse duration dependence of the discharge
pattern. The half-inactivation voltage ofIKIF (VKIF) was varied from the control value of289.6 mV between299.6 and264.6 mV.
The amplitudes of the depolarizing current injection (100 pA) were identical for each value ofVKIF. A: contour plot of the FSL as
function of prepulse voltage for different values ofVKIF using the protocol shown in Fig. 3C. - - -, the control condition.n,
correspond to the traces shown in Fig. 3A1. FSL contours range from 6.6 to 49.4 ms and are spaced at;5 ms. Shaded region shows
area of steepest transition. AsVKIF is increased the transition from short to long FSL shifts toward less hyperpolarized prepulse
voltages.B: the half-voltage of Boltzmann functions fit to the data (VFSL) is linearly related to the half-inactivation voltage ofIKIF

(VKIF). —, unit slope.C: contour plot of the FSL as function of prepulse duration for different values ofVKIF using the protocol
shown in Fig. 4C. - - -, the control condition.n, the condition of traces shown in Fig. 4A1. The FSL contours ranged from 8.8 to
50.6 ms and are spaced at;5 ms. Shaded region shows area of steepest transition. The duration at which the response transitions
to a buildup pattern is only slightly dependent onVKIF. D: contour plot of the FISI as a function of prepulse duration for different
values ofVKIF. Contours ranged from 8.6 to 25.7 ms are spaced at;2 ms. Note the emergence of pauser responses for prepulses
between;4 and;12 ms whenVKIF is close to the resting potential.
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influence the discharge pattern. The kinetics ofIKIF vary over
a wide range (Kanold and Manis 1999b), and activation and
inactivation rates appear to be correlated for individual cells.
Therefore in the next set of simulations, we varied the base
value of the activation time constant (tmF) from its control
value of 0.5 ms to values up to 4 ms (this corresponds to a
simple additive shift of thet-V curves). To maintain the
experimentally observed correlation betweentact and the inac-
tivation time constant (thF), we also changed the base value of
thF according to the formulathF 5 7.11 5.8*tmF (Kanold and
Manis 1999b). Figure 8,A andB, shows the effect of changing
the kinetics of IKIF on the FSL and FISI as the prepulse
amplitude was varied. The parameters corresponding to the
traces shown in Fig. 5A1 are indicated (- - - andn). Increasing

tmF and thF caused an increase in the FSL shift for large
hyperpolarizations (Fig. 8A). However, for intermediate hyper-
polarizations between about285 and290 mV, large increases
in FISI were seen when the time constants were increased (Fig.
8B). Thus the cell now responded in a pauser pattern instead of
a buildup pattern. The plots of FSL and FISI are complimen-
tary, indicating that there are discrete transitions between firing
patterns for specific prepulse conditions, astmF/thF are varied.
When we superimpose the contours that defined the borders of
the increased FSL or increased FISI pattern (Fig. 8C), the
resulting responses of the cell showed three discrete areas.
First, there is an area where both FSL and FISI are short
(labeled “regular”). Second, there is an area where FSL is long
and FISI is short (labeled “buildup”). Finally, there is an area

FIG. 8. Influence of the kinetics ofIKIF and the voltage and prepulse duration dependence of the discharge pattern. The base
value of the activation time constant ofIKIF (tmF) was varied from the control value of 0.5 ms up to 4 ms. The base value of the
inactivation time constant (thF) was co-varied from 10 ms up to 30.3 ms. The amplitudes of the depolarizing current injection (100
pA) were identical for each value oftmF/thF. A–C: effect of changes in prepulse voltage for different values of the time constants
using the protocol shown in Fig. 3C. - - -, the control condition.■, the traces shown in Fig. 3A. A: contour plot of the FSL with
contours ranging from 6.9 to 61.8 ms and spaced at;5 ms. The transition from short to long FSL is shifted toward positive prepulse
amplitudes astmF/thF are increased. The buildup region is bounded below the 13.7 ms contour.B: contour plot of the FISI with
contours range from 8.7 to 61.2 ms and spaced at;2 ms. Note the increase in FISI for hyperpolarized prepulses and larger values
of tmF. The pauser region is circumscribed by the 10.7 ms contour.C: superposition of the FSL and FISI contours circumscribing
the buildup and pauser regions, respectively. The overlap between the contours is shaded and indicates the transition zone between
the pauser and buildup response areas. The response of the cell to prepulses of varying amplitude falls in 1 of the 3 regions
depending ontmF/thF. D–F: changes in prepulse duration for different values of the time constants. The effect of changing the
prepulse amplitude was tested using the protocol shown in Fig. 4C. - - -, the control condition.■, the traces shown in Fig. 4A. D:
contour plot of the FSL with contours ranging from 6.9 to 65.8 ms and spaced at;5 ms. The transition to a long FSL pattern is
shifted toward longer prepulse durations astmF/thF are increased. The buildup region is circumscribed by the 13.7 ms contour.E:
contour plot of the FISI with contours ranging from 8.7 to 61.8 ms and spaced at;2 ms. The FISI is increased for longer prepulses
and larger values oftmF/thF. The pauser region is circumscribed by the 10.7-ms contour.F: superposition of the FSL and FISI
contours circumscribing the buildup and pauser regions, respectively. The overlap between the contours is shaded and indicates the
transition zone between the pauser and buildup response areas. The response of the cell to prepulses of varying amplitude falls in
1 of the 3 regions depending ontmF/thF. Note that increasingtmF/thF shifts the transition point between pauser and buildup pattern
monotonically.
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where FISI is long and the FSL is short (labeled “pauser”). The
shaded region indicates the transition zone between the pauser
and buildup firing patterns. The prepulse voltages for this
transition zone are directly related (but not completely mono-
tonically) to the time constants of activation and inactivation.
In general, increasing the time constants caused a shift of the
pauser/buildup transition to more hyperpolarized potentials.

Varying the kinetics ofIKIF had a similar effect on the
discharge pattern changes induced by varying prepulse dura-
tion (Fig. 8,D andE). Again, the regions of pauser and buildup
responses are complementary. WhentmF andthF are increased,
the cell fires with a pauser pattern for prepulse durations that
generate a buildup pattern under control conditions (Fig. 8F).
The prepulse duration at which the pauser/buildup transition
occurred increases monotonically astmF andthF are increased.

These results show that the cells firing pattern to prepulses of
particular amplitude or duration depends on the time constants
of activation and inactivation ofIKIF. In conjunction with the
results of the previous section, it appears that cells have two
independent mechanisms by which they can control their firing
patterns: adjustment ofVKIF or of the ratestmF andthF.

Phaseplane analysis

The results presented in the preceding text strongly suggest
that the availability ofIKIF, as controlled by its inactivation
gating variable (hF), is the crucial variable controlling the
discharge pattern. To evaluate the association between the
inactivation ofIKIF and the discharge pattern, especially around
the transition between regular and buildup patterns, a phase-
plane analysis was performed using the model under standard
conditions ofVKIF andtmF/thF. Figure 9A1 shows the voltage
traces used for the analysis. The thin trace was obtained with a
hyperpolarizing prepulse of 9.2 ms (generating a regular dis-
charge pattern), and the thick trace was obtained with a
10.8-ms prepulse (generating a buildup discharge pattern). The

traces have been aligned at the onset of the test depolarization.
Figure 9A2 shows the time course of the inactivation gating
parameter ofIKIF (hF). During the 9.2-ms hyperpolarizing
pulse,hF increases from its steady-state value at rest of 0.012
to 0.164 at the onset of depolarization (thin line). A prepulse of
10.8 ms resulted in an increase ofhF to 0.225 at the onset of
depolarization (thick line). As the cell was depolarized,hF
increased to a maximum of 0.203 and 0.266, respectively.
These results suggested that a critical amount ofIKIF had to be
deinactivated to cause discharge pattern transitions and that
this amount was between 16.4 and 22.5% of the maximalIKIF.

The trajectory ofhF during the voltage excursion is pre-
sented with phaseplane plots during the hyperpolarization, the
rising phase of the membrane voltage, and the first few spikes
in Fig. 9B1. hF increased during the hyperpolarization. The
transition between the two discharge patterns is visible as a
divergence in the trajectory (arrow) between the 9.2 ms (thin
line) and 10.8 ms (thick line) condition. For the same traces,
the activation ofIKIF (mF) showed a much smaller dependence
on prepulse duration (Fig. 9B2).

To test whether the amount of inactivation ofIKIF is crucial
in determining firing pattern, a perturbation analysis was per-
formed. Figure 9C illustrates the effect of perturbations ofhF
from the resting value of 0.012 to values between 0.1 and 0.3
coincident with the onset of depolarization (no hyperpolariza-
tion is applied in these simulations). Figure 9D shows the
resulting FSL (filled circles) and FISI (open triangles) for the
different values ofhF. The unfilled circles correspond to the
voltage traces in Fig. 9C. IncreasinghF from 0.1 up to 0.21
resulted in a small increase in FSL. At a value ofhF of 0.22
(vertical dashed line), a large increase in FSL was seen (arrow),
which coincided with a decreased FISI. The large changes in
FSL observed with a small increase inhF to 22% are suggestive
of a bifurcation. However, only a mathematical analysis of the
equilibrium points of the system can definitively demonstrate a
bifurcation. Nonetheless these results indicate that the critical

FIG. 9. Phaseplane analysis ofhF. A1:
voltage traces with prepulses of 9.2 ms (thin
line) and 10.8 ms (thick line).A2: hF for the 2
traces inA1. Note thathF is larger at the onset
of the depolarization after a prepulse lasting
10.8 ms.B1: phaseplane ofhF. Note the di-
vergence in the trajectories at anhF of ;0.16
(open arrow).B2: phaseplane ofmF. Note the
sag in the response (open arrow), correspond-
ing to the onset delay.C andD: perturbation
analysis ofIKIF at the “regular”/“buildup” bi-
furcation. hF was stepped from the resting
level of 0.012 to values between 0.1 and 0.3
coincident with the onset of depolarization to
100 pA.mF at the onset of the step was 0.35 in
all cases.C: 4 voltage traces for different
values ofhF. Note the transition in discharge
pattern. The dashed line indicates the first
spike latency after the main transition.D: FSL
(solid circles) and FISI (open triangles) for
different values ofhF. The values ofhF for the
traces inC are indicated by the unfilled cir-
cles. Note that there is a large increase in FSL
for hF of 0.22 (arrow and vertical dashed line).
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time at which the cell shifts into a long latency firing mode is
determined by the amount ofIKIF available at the moment of
depolarization, i.e., by the amount of inactivation that has been
removed during the hyperpolarization.

Influence of Ih

Ih had been included in the model to provide a substrate for
the observed differences in membrane charging time constants
to hyperpolarizing and depolarizing steps and to account for
the observed sag in the response to hyperpolarized pulses. So
far the influence ofIh on the discharge patterns was unclear.
ThereforeIh was removed from the model and the voltage and
time dependence of the discharge patterns were investigated.
SinceIh is partially available at rest, it was necessary to adjust
the leak conductancegL to 3 nS to keep the input resistance at
rest the same as in all prior simulations.

Figure 10A shows the discharge patterns with different pre-
pulse amplitudes. Increasing the amount of hyperpolarization
increased the FSL. The model showed a firing pattern transi-
tion between283.6 and286.8 mV (Fig. 10A1). The increase
in FSL with prepulse amplitude was fitted with a Boltzmann
function with a half-voltage of291.0 mV (Fig. 10B). Thus the
removal ofIh shifted the voltage dependence of the transition
by about22 mV (compare with Fig. 3). The retention of the
hump and sag at the onset of the depolarizing step suggests that
the hump and sag is not due to slow deactivation ofIh.

Lengthening the prepulse increased the FSL (Fig. 10C). The
sharp transition between discharge pattern occurred between
prepulses of 9.2 and 10.8 ms (Fig. 10C1), visible as steep
increase in latency with increasing prepulse duration (Fig.
10D). The prepulse duration at which the discharge pattern
transition occurs is unchanged (compare with Fig. 4). How-
ever, the recovery time constant was slightly increased to 12.4
ms (Fig. 10D, —).

Together these results suggest that althoughIh is not respon-

sible for discharge pattern transitions, it can modulate the
bifurcation-generating mechanism since its activation during
hyperpolarizing steps both decreases the membrane time con-
stant and reduces the hyperpolarization. Thus cells with a
larger amount ofIh are likely to show discharge pattern tran-
sitions with smaller hyperpolarizations and at shorter prepulse
duration. However, during long hyperpolarized steps,Ih causes
a reduction in hyperpolarization and a decrease in the mem-
brane time constant. Under these conditions, pauser responses
are seen with depolarizations that would yield buildup re-
sponses withoutIh. For example, the reduction in FSL for long
prepulses in Fig. 7C is not present whenIh is removed (not
shown).

Influence on action potential shape

One hallmark of the activity ofIKI in other systems is the
narrowing of action potentials following hyperpolarizations or
action potential widening after firing of successive action po-
tentials (Gean and Shinnick-Gallagher 1989; Ma and Koester
1995, 1996). Therefore the effects of hyperpolarized prepulses
on the shape of thefirst action potential in the pauser pattern
were investigated.

Four parameters of thefirst action potential during a depo-
larization were characterized. The first two parameters are the
maximum rising and falling slope of the spike, whereas the
second two parameters are the rising and falling action poten-
tial half-widths. Figure 11 shows the four parameters as a
function of prepulse voltage, comparing the control condition
(F) and the effect of the removal ofIKIF (ƒ) on these four
parameters. Under control conditions, the maximum rising
slope of the first spike is reduced from control for prepulses
negative to rest (Fig. 11A), indicating slowed charging of the
membrane. The decrease in rising slope saturated at about
2110 mV. The maximum falling slope increased for more
hyperpolarized prepulses (Fig. 11B), indicating faster repolar-

FIG. 10. Contribution of Ih to discharge pat-
terns.A: effect of removingIh on the voltage de-
pendence of discharge patterns.A1: voltage traces
with different prepulse amplitudes (2130.0,
286.8,283.6, and268.0 mV).A2: current proto-
col for A1. B: dependence of the FSL (circles) and
FISI (triangles) on prepulse amplitude. Compare to
Fig. 3B1. C: effect of removingIh on time depen-
dence.C1: voltage traces with different prepulse
durations (3.0, 9.2, 10.8, and 32.9 ms). Note the
emergence of the “hump and sag” responses (ar-
rowhead).C2: current protocol forC1. D: depen-
dence of the FSL (circles) and FISI (triangles) on
prepulse durations. Compare to Fig. 4B1.
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ization. The rising half-width was only slightly reduced by
hyperpolarized prepulses (Fig. 11C), whereas the falling action
potential half-width was strongly reduced in the presence of
hyperpolarizing prepulses (Fig. 11D), consistent with a faster
repolarization. The total action potential width was reduced
from 0.78 to 0.63 ms at2115 mV, a decrease of;20%.
Hyperpolarizations to280 mV, which is in the range reached
by inhibitory postsynaptic potentials (IPSPs), reduced the
width of the action potential by;4%. Removal ofIKIF abol-
ished the effects of the hyperpolarizing prepulse (Fig. 11,ƒ).
Removal ofIKIF did not alter spike shape after depolarizations
from rest, which is expected because at rest mostIKIF is
inactivated. From Fig. 11, it is evident thatIKIF affects the
repolarization phase more strongly than the depolarization
phase. These simulations demonstrate that small excursions of
the membrane potential from rest before a depolarization can
modify action potential shape ifIKIF is present in a cell.

D I S C U S S I O N

This model captures the different discharge patterns of DCN
pyramidal cells observed in vitro as well as the sharp, stimulus
dependent transitions between the patterns. Similar to the ex-
perimentally observed behavior, the model shows that a single
cell, depending on the pattern of hyperpolarization and depo-
larization, can generate all three patterns. Furthermore the
model demonstrates that modifying the voltage- and time-
dependent behavior of a single conductance can play a critical
role in generating diversity in the discharge patterns.

Previous models

Previous computational models of DCN pyramidal cells
using generic channel parameters (Hewitt and Meddis 1995;
Kim et al. 1994; Zhao 1993) replicated some response charac-

teristics of DCN pyramidal cells, supporting the hypothesis
that a transient potassium conductance could explain the dif-
ferent discharge patterns (Manis 1990). However, they re-
quired ad hoc, although experimentally informed, assumptions
about the voltage and time dependence of the underlying ion
channels. In each of these models, the absolute density of
different conductances and the ratios between the magnitudes
of the conductances appear to be far from experimentally
observed values. In contrast to the previous models, the model
presented in this paper is based on detailed physiological data
and consequently should more accurately represent actual cel-
lular dynamics. This model reproduced several salient behav-
iors of DCN pyramidal cells and showed clearly the intimate
association ofIKIF and the discharge patterns. The model also
predicts how modulation ofIKIF should affect discharge pat-
terns.

One issue that arises is whetherIKIF can be sufficiently
de-inactivated under normal conditions to lead to the discharge
pattern changes we have modeled here. The simulation results
shown seem to suggest that rather large hyperpolarizations are
necessary to remove inactivation ofIKIF. In all of the simula-
tions shown here, a small subthreshold depolarizing pulse was
delivered prior to hyperpolarization. This pulse itself inacti-
vatesIKIF and shifts the voltage dependence of the discharge
patterns in a hyperpolarizing direction. We specifically used
this protocol to simulate the experimental situation employed
previously (Kanold and Manis 1999b). However, we have
found that IPSPs evoked by parallel fiber stimulation are suf-
ficient to move the cells from one discharge mode to another
(Kanold and Manis 1999a) and that inactivation is further
removed by short trains of IPSPs. Simulations with this model
without the depolarizing step further support the increased
availability of IKIF near the resting potential.

Evidence that IKIF is responsible for discharge
pattern changes

Removal ofIKIF abolishes the dependence of the FSL shift
on the presence of hyperpolarizing prepulses, providing strong
evidence thatIKIF is responsible for the discharge pattern
changes. The voltage-dependent behavior is very robust with
respect to the kinetics ofIKIF and does not depend on a singular
point in the parameter space. As such, these discharge patterns
are a general consequence of the presence ofIKIF in a neuron.
An additional membrane mechanism that might be involved in
generating these discharge patterns isIh. However, removingIh
resulted in a relatively modest change in the behavior of the
model, suggesting that this conductance likely plays only a
modulatory role in regulating discharge patterns.

The model suggests that the sharp discharge pattern transi-
tions seen experimentally are caused by the availability of a
critical amount of outward current carried byIKIF that can
oppose the inward current at depolarization onset. The under-
lying mechanism of the transition (the availability ofIKIF) is a
continuous process, whereas the presence of a spike in the
response is a discrete event. The hump and sag response seen
at the onset of the buildup pattern is partially a remnant of the
absent onset spike (caused by initial activation of Na1 cur-
rents) and partially mediated by delayed activation ofIKIF and
IKIS. If IKIF andIKIS activate more rapidly, then the hump and
sag are absent. Experimentally, a strong hump and sag is

FIG. 11. Influence ofIKIF on 4 measures of action potential (AP) shape, as
a function of prepulse voltage for the protocol shown in Fig. 3.A: IKIF slows
the rising phase of the first AP for voltages below280 mV. The voltage-
dependent effect is absent whenIKIF is removed.B: IKIF speeds the falling
phase (repolarization) of the 1st AP for voltages below about280 mV. This
effect is absent whenIKIF is removed.C: IKIF slightly shortens the half-width
of the rising phase of the action potential. This effect is absent whenIKIF is
removed.D: IKIF shortens the falling half-width of the action potential. This
effect is absent whenIKIF is removed. Note that removal ofIKIF did not affect
the shape of the AP after depolarizations from rest.
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frequently seen, which might be due to rapid membrane charg-
ing or to a larger amount of availableIKIF at rest. It should be
noted that the passive membrane time constants used in the
model are on the lower end of the experimentally observed
range. Thus it is also possible that an additional inward current
(e.g., carried by sodium or calcium ions) is involved in this
behavior in pyramidal cells.

Regulation of discharge patterns by IKIF

The inactivation kinetics ofIKIF employed in this model
were based on means from experimental measurements. The
voltage dependence of the FSL in the model matched the mean
of the experimentally observed results for buildup cells. How-
ever, our experimental measurements revealed a range of ki-
netics (Kanold and Manis 1999b), which in turn could corre-
spond to a range of firing behaviors. Some cells could easily
fire in all three patterns, whereas others fired preferentially in
a pauser or buildup modes (unpublished observations). The
simulations show that variation of the half-inactivation ofIKIF
(VKIF) can change the half-voltage of the FSL shift, spanning
the experimentally observed range. The half-voltage of the
FISI shift for the pauser pattern is always negative to the
half-voltage for the buildup pattern; this matches our experi-
mental results.VKIF and the half-voltage of the FSL shift show
a strong correlation, whereas the dependence of the FISI in the
pauser mode on channel kinetics is somewhat more complex.

The fact that the model showed all types of responses with
parameter variations within the physiological range suggests
that regulation ofIKIF might account for the variations in the
observed discharge patterns. For example, the model generated
pauser responses when depolarized from slightly below rest but
only when VKIF was shifted toward positive values. Pauser
responses differ from buildup responses in the occurrence of an
onset spike before the outward currents turn on. Using stronger
depolarization with prepulse levels that generate buildup re-
sponses can elicit pauser responses under some conditions.
Similarly, the FSL in the buildup response depends on the
interaction between the channel kinetics and the hyperpolariz-
ing inputs. The stimulus space boundary for generating a pause
(long FISI) or transitioning to a long FSL can be shifted by
adjustingVKIF or tmF/thF and thus the availability and rate of
activation ofIKIF at the onset of depolarization. Evidently by
adjusting these parameters, a neuron can change the relation-
ship between the discharge pattern and stimulus conditions.

There is emerging evidence that individual neurons may
adjust the operating points of their ion channels in response
to their activity or the activity of their afferents (Aizenman
and Linden 2000; Desai et al. 1999; Golowasch et al. 1999;
LeMasson et al. 1993; Stemmler and Koch 1999; Turrigiano
et al. 1996). This is an important concept since it potentially
adds to the diversity and dynamics of information process-
ing mechanisms available to neurons. Although the most
commonly considered feedback mechanism is intracellular
calcium, sensing the spiking activity of the cell over various
time scale(s) (Liu et al. 1998; Shin et al. 1999), other
mechanisms undoubtedly exist. If cells adjust their channel
expression or channel function, then the intrinsic discharge
patterns of a cell may be quantitatively unique depending on
the cell’s stimulus and activity history (Jaeger and Bower

1999); individual cells may be “tuned” to have increased or
decreased sensitivity to particular regimes of spatiotemporal
patterns of synaptic input.

We previously postulated that rapidly inactivatingIKIF cur-
rents in the DCN arise from channels composed of Kv4.2 and
possibly Kv4.3, based on both kinetics and pharmacology
(Kanold and Manis 1999b). Kv4.2 specifically is highly ex-
pressed in the cochlear nucleus, including in pyramidal cells
(Fitzakerley et al. 2000). The Kv4 family of channels has been
shown to associate with a family of potassium-channel inter-
acting proteins (KChIP) (An et al. 2000). These proteins con-
tain four E-F hand domains that bind calcium and that ulti-
mately impart a calcium regulation of the channels. When
associated with Kv4 channels, KChIP subunits can modulate
inactivation time constants and the rate of recovery from in-
activation as well as the activation voltage dependence. Thus in
principle, calcium acting through an auxiliary subunit is one
way to modulate these channels. Kv4.2 channels can also be
modulated by protein kinase C (PKC), several isoforms of
which are abundant in DCN neurons, including pyramidal cells
(Garcia and Harlan 1997; Garcia et al. 1993; Saito et al. 1988).
The effect of PKC activation is a rapidly developing, dose-
dependent and pharmacologically specific decrease in the total
outward current through Kv4.2 channels without any effect on
the voltage or time dependence of the current in expression
systems (Nakamura et al. 1997) and with a modest reduction
of the availability of the conductance in intact systems
(Hoffman and Johnston 1998). cAMP-dependent protein
kinase (PKA) can likewise phosphorylate Kv4.2 (Anderson
et al. 2000) and has effects similar to PKC on native
channels (Hoffman and Johnston 1998), decreasing total
available current at a given voltage. Both PKC and PKA can
shift the voltage dependence of inactivation#8 mV. How-
ever, the effects of PKC and PKA on the inactivation rates
are not as large as those produced by association with
Ca21-bound KChIP, suggesting that channel availability
and kinetics may be modulated somewhat independently.
Together, these results raise the likely possibility that Kv4.2
and/or Kv4.3 are targets of modulation by either calcium or
protein kinases in pyramidal cells.

Another implication of our modeling results is that a mor-
phologically defined class of cells can show diverse discharge
patterns due to differences in the specific properties of intrinsic
conductances. Since the specific functional properties in part
depend on posttranslational modifications of the ion channels
(as discussed in the preceding text), it follows that the dis-
charge patterns may not be strictly correlated with the overall
pattern of ion channel expression. Consequently the associa-
tion of a particular discharge pattern observed in vivo with a
particular cell type, as is sometimes assumed to be the case,
becomes somewhat problematic as noted previously in the
cochlear nucleus (Ding et al. 1999; Rhode et al. 1983; Rouiller
and Ryugo 1984). Ultimately identical patterns of excitatory
and inhibitory input may generate a characteristic response in
each cell that depends on the cells history and function. How-
ever, the possible repertoire of discharge patterns that can be
generated will be limited by the specific types of channels
expressed in a cell and their spatial pattern of insertion in the
cell membrane.
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Changes in action potential shape

The presence ofIKIF in the cell reduced the duration of the
first action potential following hyperpolarizing prepulses. This
is similar to results in rat amygdala neurons whereIKI causes
a narrowing of the first action potential following a depolar-
ization from a hyperpolarized potential by 14% (Gean and
Shinnick-Gallagher 1989). Action potential widening can lead
to increased Ca21 influx; this, in terminals, leads to altered
neurotransmitter release (Augustine 1990; Bourque 1991;
Coates and Bulloch 1985; Eliot et al. 1993; Giese et al. 1998;
Gillette et al. 1980; Jackson et al. 1991; Lin and Faber 1988;
Mudge et al. 1979). At the squid giant synapse, a 30% increase
in presynaptic action potential width increased total presynap-
tic calcium influx by 230% (Augustine 1990). Therefore de-
pending on the specific set of Ca21 conductances, it is possible
that action potential narrowing due to preceding hyperpolar-
ization (i.e., IPSPs) can cause a significant decrease in Ca21

influx for backpropagating action potentials, which are present
in pyramidal cells (Manis and Molitor 1996).

Ca21 influx via backpropagating action potentials can lead
to altered cellular excitability (Aizenman and Linden 2000) or
changes in synaptic strength (Markram et al. 1997). Hence
modulation of the first action potential in the response may
affect its ability to induce such changes, e.g., for brief stimuli.
Recent studies showed impaired associative memory and learn-
ing after removal of K1 channels and that this effect might be
due to altered Ca21 influx caused by spike broadening (Giese
et al. 1998; Meiri et al. 1997). Thus the presence ofIKIF in
DCN pyramidal cells can potentially influence the synaptic and
integrative properties of these cells following hyperpolariza-
tion and might ultimately contribute to other short- and long-
term changes in cell function.

Functional implications

The pyramidal cells receive inhibitory input from at least
three distinct sources. A significant source of hyperpolarization
is inhibitory input from DCN cartwheel cells (Davis and
Young 1997; Davis et al. 1996; Zhang and Oertel 1994) that is
of relatively long duration (10–30 ms). Input to the cartwheel
cells arises from parallel fibers that carry both auditory and
nonauditory input [e.g., somatosensory input from the pinna
(Kanold and Young 1998; Young et al. 1995)]. If hyperpolar-
ization from these cells deinactivatesIKIF, thenIKIF may play
an important role in the integration of auditory and nonauditory
information as it allows prior nonauditory input to modify the
acoustically evoked response. Consequently the response of
DCN pyramidal cells to auditory stimuli can be highly depen-
dent on nonauditory context. Another important inhibitory
input arises from the vertical or tuberculoventral cells (Brawer
et al. 1974; Lorente de No 1933; Rhode 1999; Zhang and
Oertel 1993), which are thought to play a critical role in the
generation of the acoustic responses of the pyramidal cells.
Based on the interpretation of cross-correlation analyses (Voigt
and Young 1980) and current-source density analysis (Manis
and Brownell 1983), these cells presumably provide brief
IPSPs to the pyramidal cells. Presumably individual IPSPs
from these cells would be less effective than the slow cartwheel
cell IPSPs in deinactivatingIKIF because of their brief time
course, but this could be overcome by summation over time

and by convergence. A third source of inhibition is the wide-
band inhibitory input. This input is necessary to explain the
response maps of pyramidal and vertical cells (Davis and
Young 2000; Nelken and Young 1994; Spirou and Young
1991; Spirou et al. 1999) and is postulated to arise from the
onset-C cells of the VCN (Doucet and Ryugo 1997; Jiang et al.
1996; Smith and Rhode 1989). The temporal properties of
inhibition produced by this input are not known. In principle,
either of these latter inputs could effectively utilizeIKIF to alter
the firing patterns of pyramidal cells depending on the spectro-
temporal structure of the acoustic input (for example, see
Palombi et al. 1994; Parham and Kim 1993).

The dependence of the discharge pattern on the historical
combination of hyperpolarization and depolarization as re-
flected in the inactivation and activation ofIKIF suggests a
simple mechanism of encoding temporal information by a
population of cells. Cells expressingIKIF with different inac-
tivation characteristics, yet receiving identical patterns of syn-
aptic input, would respond to a common temporal sequence of
activity with different firing patterns. Across a population of
such cells, the driving activity will be encoded in the relative
latencies and interspike intervals. This timing, as regulated by
IKIF, would then carry a code for the recent history of activity
in inhibitory, as well as excitatory, inputs to the cell.
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