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Abstract

Incoming sounds are represented in the context of preceding events, and this requires a memory mechanism that integrates
information over time. Here, it was demonstrated that response adaptation, the suppression of neural responses due to stimulus
repetition, might reflect a computational solution that auditory cortex uses for temporal integration. Adaptation is observed in sin-
gle-unit measurements as two-tone forward masking effects and as stimulus-specific adaptation (SSA). In non-invasive observa-
tions, the amplitude of the auditory N1m response adapts strongly with stimulus repetition, and it is followed by response
recovery (the so-called mismatch response) to rare deviant events. The current computational simulations described the serial
core-belt-parabelt structure of auditory cortex, and included synaptic adaptation, the short-term, activity-dependent depression of
excitatory corticocortical connections. It was found that synaptic adaptation is sufficient for columns to respond selectively to
tone pairs and complex tone sequences. These responses were defined as combination sensitive, thus reflecting temporal inte-
gration, when a strong response to a stimulus sequence was coupled with weaker responses both to the time-reversed
sequence and to the isolated sequence elements. The temporal complexity of the stimulus seemed to be reflected in the propor-
tion of combination-sensitive columns across the different regions of the model. Our results suggest that while synaptic adapta-
tion produces facilitation and suppression effects, including SSA and the modulation of the N1m response, its functional
significance may actually be in its contribution to temporal integration. This integration seems to benefit from the serial structure
of auditory cortex.

Introduction

Because most auditory objects have a temporal as well as a spectral
structure, the auditory system is required to form representations of
these objects by integrating memory representations of previous
stimulus events with incoming stimulation. While the underlying
neural mechanisms of this process are unknown, the end result man-
ifests itself on the perceptual level as integration and segregation
phenomena in auditory scene analysis (ASA; Bregman, 1990). A
necessary aspect of neural responses pointing to temporal integration
is that they depend on the historical context of incoming stimulation.
Such memory effects can be seen non-invasively in the auditory N1
response measured in electroencephalography (EEG) and in its mag-
netic counterpart N1m, both peaking some 100 ms after stimulus
onset. The amplitude of the N1(m) is inversely related to the inter-
stimulus interval (Lu et al., 1992) and can be markedly diminished
already by a single stimulus repetition (Budd et al., 1998; for a
review, see May & Tiitinen, 2010). In the oddball stimulation para-
digm where frequently occurring ‘standard’ stimuli are followed by
a rare ‘deviant’ stimulus, the deviant elicits an N1(m) that is

enhanced in amplitude compared with that elicited by the standards.
This enhancement, sometimes called the mismatch negativity
(MMN), is usually interpreted as a change detection response index-
ing auditory sensory memory (N€a€at€anen, 1992; Picton et al., 2000).
A similar pattern can be seen in single-cell recordings in primary

auditory cortex. These show forward masking and stimulus-specific
adaptation (SSA), whereby the repetition of a stimulus leads to
diminished responses and to recovery of the response strength if the
repeated stimulus is followed by a stimulus of a different frequency
(Calford & Semple, 1995; Brosch & Schreiner, 1997, 2000; Ulanov-
sky et al., 2003, 2004). Adaptation associated with forward masking
and SSA occurs in all stages of the auditory pathway. In the early
stages, masking has a fast recovery time constant of tens of millisec-
onds (Bleeck et al., 2006), and the presence of SSA in non-lemnis-
cal midbrain structures has recently been established (for a review,
see P�erez-Gonz�alez & Malmierca, 2014). However, because SSA is
weak in the lemniscal pathway leading to auditory cortex, it seems
that adaptation associated with forward masking and SSA in cortex
is mainly cortical in origin rather than being an effect that is pro-
duced subcortically and merely passed on to the response patterns
of cortical neurons (Taaseh et al., 2011; Nelken, 2014).
The above evidence points to context sensitivity: response

strength seems to reflect the statistical likelihood of the stimulus in
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a time window stretching several seconds into the past (see also
Campbell et al., 2010; Klampfl et al., 2012). However, this does
not yet show that temporal integration is taking place that would
allow for responses selective to the temporal structure of sound.
Such evidence is constituted by cells in auditory cortex showing
selectivity to tones (McKenna et al., 1989; Brosch & Schreiner,
1997, 2000; Brosch et al., 1999; Brosch & Scheich, 2008; Sadago-
pan & Wang, 2009) and species-specific vocalizations (Lewicki &
Konishi, 1995; Wang et al., 1995; Rauschecker, 1997; Recanzone,
2008) presented in a particular sequence. This points to a mecha-
nism that enables cells to respond selectively to the temporal order
in which spectral information is delivered to auditory cortex.
Given the dependence on historical context of auditory responses

on the one hand and the temporal integration demonstrated by sin-
gle-cell responses in auditory cortex on the other, do these phenom-
ena have a common denominator? That is, does the memory system
indexed by non-invasive responses originating in auditory cortex
serve temporal integration necessary for the auditory system to make
sense of the sound environment? Our previous work suggested that
short-term synaptic adaptation (i.e. activity-dependent depression)
might underlie the adaptation of the N1(m) as well as the mismatch
response (May et al., 1999; May & Tiitinen, 2007, 2010). More
recently, a computational model of auditory cortex was used to
show that adaptation might be crucial for the ability of auditory cor-
tex to respond selectively to speech sounds (May & Tiitinen, 2013).
This synaptic plasticity explanation of the emergence of selectivity
to temporal structure was also outlined in the computational work of
Buonomano and colleagues (Buonomano & Merzenich, 1995;
Buonomano & Maass, 2009) and has recently been developed to
explain how primary auditory cortex responds selectively to paired
tones (Goudar & Buonomano, 2014). Here, using our previously
described computational model (May & Tiitinen, 2013), we fan out
from earlier approaches to explore whether synaptic adaptation
could both underlie the temporal integration of tone pairs and longer
tone sequences, and be reflected in memory and masking effects
found in vivo and non-invasively, in the N1(m) and mismatch
responses. Also, we look at how responses indicating temporal inte-
gration are distributed over primary (core) and secondary (belt and
parabelt) areas of auditory cortex.

Materials and methods

Model dynamics

Auditory cortex was simulated with a model used in May & Tiitinen
(2013), where a detailed description can be found. The dynamical
unit of the model was the cortical microcolumn (N = 208), which
contained a population of excitatory (pyramidal) cells and a popula-
tion of inhibitory interneurons. The pooled activity of these popula-
tions was described using the Wilson and Cowan firing rate model
(Wilson & Cowan, 1972). For each population, the firing rate g
depended on the state variable u through a non-linear monotonically
increasing function g(u) = tanh(2/3)(u-h) when u > h, g(u) = 0
otherwise (h = 0.1 is a threshold constant). Thus, firing rate was
limited to the [0, 1] range. With the vectors u = [u1 . . . uN] and
v = [v1 . . . vN] denoting the state variables of the excitatory and
inhibitory cell populations, respectively, the dynamic equations
describing the neural interactions are:

sm _uðtÞ ¼ �uðtÞ þWee � g½uðtÞ� �Wei � g½viðtÞ� þ IaffðtÞ;
sm _vðtÞ ¼ �vðtÞ þWie � g½uðtÞ�

�
ð1Þ

where sm = 30 ms is the membrane time constant (see Koch et al.,
1996), Wee > 0 is the matrix of excitatory connections between the
pyramidal populations, Wie > 0 describes the weights from pyrami-
dal to interneuron populations, and Wei > 0 denotes the weights
from the interneurons to the pyramidal cell population. The vector
Iaff describes afferent input arriving from the auditory pathway. Spe-
cifically, the spectral analysis carried out by the subcortical auditory
pathway (Young, 2008) was modelled by transforming the auditory
stimuli into 16-channel spectrograms with a 1-ms time resolution.
The channels spanned the frequencies 100–15 557 Hz with logarith-
mic spacing fi+1 = 1.4*fi and carried values in the [0, 1] range. This
resulted in a crude, tonotopic representation of the time-evolution of
the spectral content of the sounds. Thus, for each area of the model
receiving (tonotopically organized) input, the frequency channels of
the spectrogram were mapped onto sequential elements of Iaff, and
for columns in areas not receiving afferent input, the corresponding
elements of Iaff were zero.
Synaptic depression is a likely candidate for the mechanism of

adaptation (Wehr & Zador, 2003, 2005), although other mechanisms
such as potassium currents probably contribute also (Abolafia et al.,
2011). The role of synaptic depression is supported by the results of
Ulanovsky et al. (2004), who found that SSA operates on multiple
concurrent time scales, ranging from a few hundred milliseconds to
several seconds; these match the several coexisting time constants
that describe the recovery from synaptic depression of corticocortical
synapses (Tsodyks & Markram, 1997; Varela et al., 1997; Markram
et al., 1998). Thus, synaptic depression in the model affected the
synapses between the pyramidal cell populations. Specifically, this
was realized by modifying Wee by a time-dependent adaptation term
a(t). The effective synaptic weight between columns i and j was the
product aij(t)wij and depended on the presynaptic activity through:

_aij tð Þ ¼ 1� aij tð Þ
sa

� kaij tð Þg uj tð Þ
� �

; ð2Þ

where sa = 1.6 s is the time constant of adaptation and k = 20 is a
constant. This resulted in a relatively fast onset of adaptation (within
100 ms) and a slower recovery time of several seconds (May &
Tiitinen, 2013). The current model, which coarsely lumps all cortical
layers into one, did not include plasticity of thalamocortical syn-
apses, which show both depression (in layer 4) and facilitation (in
layer 2/3; for a review, see Reyes, 2011).
The magnetoencephalographic (MEG) response of the model was

assumed to be proportional to the sum of the excitatory inputs to
the pyramidal cells, weighted by the synaptic weights and the sup-
pression terms (Okada et al., 1997; May & Tiitinen, 2010).

R tð Þ ¼
X
ij

kijwijaij tð Þg uj tð Þ
� �

; ð3Þ

where the term kij = 1 for area-to-area feedforward connections of
Wee and kij = �1 for feedback connections. This was implemented
due to evidence showing that feedback activity contributes to
responses that have a polarity opposite to that of the N1m (Garrido
et al., 2007).

Model structure

As shown in Fig. 1A, the 208 columns of the model were divided
into 13 cortical areas (NF = 16 columns per area) that were orga-
nized into a core-belt-parabelt structure (Hackett et al., 1998; Kaas
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& Hackett, 2000). As described above, each column constituted one
excitatory and one inhibitory population. The connectivity of the
model was described on three levels of resolution: connections
within a column; those within an area; and those between areas.
Synaptic weights were assumed to be strongest within a column, so
that the diagonal values of Wee were set to wjj = 6 (and off-diago-
nal, lateral values were of magnitude 0.5; see below). With Iaff ≤ 1,

this provided for an amplifying effect of afferent input through
recurrent excitation, as suggested by the results of Douglas et al.
(1995). Inhibition was local in the sense that the interneurons of
each column projected only to the pyramidal cells of that column
(i.e. the only non-zero values of Wei were on the diagonal,
wjj = 3.5). The diagonal values of Wie, that is, the local, interneu-
ron-targeting excitatory connections within the column, were set to
a magnitude of 3.5.
Within each of the 16 areas, inter-column connections originated

from the pyramidal cell population and thus were described by the
13 subdivisions (16 9 16 ‘intra-area’ matrices) along the diagonals
of Wee and Wie (Fig. 1B). The probability of a symmetric, intra-area
connection between two columns was P0 = 0.4, and had a Gaussian
drop-off from the diagonal with a standard deviation of
r = 0.6 P0NF (Levy & Reyes, 2012). These excitatory connections
targeted either the pyramidal or interneuron population of the
receiving columns, respectively, and therefore were either function-
ally excitatory (via Wee) or functionally inhibitory (via Wie). Thus,
in this model, ‘functionally inhibitory’ connections are the excit-
atory connections made from one column to the inhibitory interneu-
ron population of another column. Such lateral inhibitory
interactions are found in A1 (Kurt et al., 2008; Moeller et al.,
2010), and were assumed to hold for belt and parabelt areas also.
The lateral intra-area elements of Wee and Wie were set to magni-
tudes 0.5 and 10, respectively. The probability that an intra-area
connection was functionally inhibitory (rather than excitatory) was
Pinh = 0.8.
Inter-area connectivity, expressed through the off-diagonal values

of Wee, was based on the results from primates (Hackett et al.,
1998; Kaas & Hackett, 2000). Afferent input Iaff targeted three
‘core’ areas. These were interconnected with each other and with
eight ‘belt’ areas; belt areas, in turn, were interconnected with two
‘parabelt’ areas (Fig. 1A). Strong and weak connectivity between
areas (Hackett et al., 1998) was realized through column-to-column
connection probabilities P1 = 0.1 and P2 = 0.05, respectively. As
the core areas made no direct connections with the parabelt
(Fig. 1A), the result was the presence of multiple core-belt-parabelt
streams of connections with a roughly ‘rostral’ and ‘caudal’ subdivi-
sion. Connections between areas were topographic (de la Mothe
et al., 2006) and therefore each inter-area subdivision of Wee

was characterized by a diagonal structure (Gaussian drop-off,
r = 0.6 PNF). Additional simulations showed that with values of P1

or P2 above 0.3, transient stimulation resulted in the model settling
into a stable, sustained activity mode after stimulation, that is, an
attractor state where ui > 0, ∀ i. Only with P1 < 0.3 and P2 < 0.3
did the model return to its baseline state ui = 0.
The above parameter values ensured, first, that preferred pure

tone stimulation of core region columns elicited a transient
response followed by sustained activity of stimulus duration
(which is in agreement with the results of Wang et al., 2005; see
fig. 1 of May & Tiitinen, 2013). Second, the MEG response to
pure tone stimulation peaked at about 100 ms after stimulus onset,
and therefore resembled the N1m response. This second point lead
us to use stronger inhibition (in terms of the diagonal values of
Wie and Wei) than in the May & Tiitinen (2013) study. However,
the exact parameter values used here were not necessary for tem-
poral integration to take place. This was verified by a set of simu-
lations where the weight values of Wee, Wie and Wei were varied
in five steps in a 25–200% range in relation to their default val-
ues. With separate variations for the diagonal and off-diagonal ele-
ments, and by varying the diagonal values of Wie and Wei in
tandem, this resulted in 54 = 625 weight combinations. In a sepa-

A

B

Fig. 1. Connectivity of the model. (A) The schematic diagram shows how
the model consisted of three core areas, eight belt areas and two parabelt
areas. These interacted via denser and sparser interconnections (denoted by
large and small arrowheads, respectively). With afferent input targeting the
core areas only, feedforward activation progresses along multiple core-belt-
parabelt streams. Connections between areas were topographic and bi-direc-
tional. (B) The above schematic diagram translated into the 208 9 208
weight matrices Wee (blue dots) and Wie (red dots) mediating column-to-col-
umn excitatory and functionally inhibitory connections, respectively. Connec-
tions between excitatory populations occurred within the column (diagonal
values of Wee), within each area (16 9 16 diagonal subdivisions of Wee) and
between areas (off-diagonal subdivisions of Wee). Inhibition was local also in
the sense that the interneuron population received excitatory input from
within the same area only, and hence Wie had a diagonal structure. Connec-
tions below and above the diagonal subdivisions are feedforward and feed-
back connections, respectively. Dots represent non-zero values.
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rate set of simulations, the probabilities Pinh and P0 were each
varied in the [0, 1] range in 0.1-steps, resulting in 121 probability
combinations.

Stimuli

Stimulus sets comprised pure tones, two-tone combinations and
sequences of multiple tones. The stimuli were normalized with
respect to their root-mean-square values. As described above, the
stimuli were transformed into 16-channel spectrograms, which were
then mapped onto the 16 columns of each core area. All tones were
of 50-ms duration, had a linear onset and offset ramps of 5 ms, and
their frequencies coincided with the frequency channels of the
model. The stimulus spectrograms were normalized to unity and pre-
sented to the three core areas, with each frequency channel targeting
one column per core area.
Tone pairs were presented in isolation and in the oddball stimula-

tion paradigm. In the experiments looking at responses to isolated
tone pairs, the 1054-Hz and 1476-Hz tones (representing one fre-
quency step in terms of frequency channels) were used to construct
an ascending pair and the corresponding descending pair. The intra-
pair stimulus-onset asynchrony (SOA) was varied in 12 logarithmic
steps in the 50–2360 ms range. In the oddball experiments (sche-
matically illustrated in Fig. 2A), the above ascending pair was used
as the standard (P = 0.9) and the descending pair was the deviant
(P = 0.1). Two intra-pair SOAs, 600 ms and 50 ms, were used in
separate experiments. In both cases, the onset-to-onset inter-pair
interval (IPI) between tone pairs was 2000 ms. In a further experi-
ment, demonstrating the ‘primitive intelligence’ mismatch response,
stimuli comprised the ascending tone pairs 753–1054 Hz, 1054–
1476 Hz, 1476–2066 Hz and 2066–2893 Hz, as well as the corre-
sponding descending pairs (SOA = 50 ms, IPI = 550 ms). The set
of ascending tone pairs was presented as the standard (P = 0.9) so
that each pair had a presentation probability of P = 0.225. The
descending tone pairs were the deviants (P = 0.1), with P = 0.025
for each pair. A modified version of this set-up was also used in
which both the standard and deviant comprised ascending as well as
descending tone pairs (standards: 753–1054 Hz, 1476–2066 Hz,
1476–1054 Hz, 2893–2066 Hz; deviants in reverse). In all the odd-
ball experiments, the total number of stimulus presentations was
200.
Two experiments used complex sequences of either four or five

tones. In each case, a unique choice of four 50-ms tones was first
made from a larger set comprising tones with frequencies 536, 753,
1054, 1476, 2066, 2893, 4050 and 5669 Hz. The number of unique
choices and therefore the total number of four-tone sequences was
70. Here, we denote this set of unique sequences as S70. In the first
experiment (Fig. 2B), 70 stimulus sets were used where each set
contained four combinations: (1) one of the four-tone sequences
picked from S70; (2) its reversed version; (3) the initial two-tone part
of the sequence; and (4) the final two-tone part (inter-tone
SOA = 400 ms; sequence length 1250 ms). In the second experi-
ment, S70 was again used to construct a total of 70 stimulus sets, as
shown in Fig. 2C. This time, an individual stimulus set comprised
25 stimuli: the 1054-Hz tone presented in isolation and a total of 24
five-tone sequences. The first four tones of these sequences repre-
sented the 24 permutations of the original four-tone sequence picked
from S70, and these were always followed by the 1054-Hz tone
(inter-tone SOA = 150 ms; sequence length 650 ms). Thus, the
stimuli in each set had the same spectral composition, they all ended
with the same tone, and they all differed from each other with
respect to the temporal order in which the spectral content was

delivered. Two of such sequences were used in an additional
oddball experiment looking at the MEG responses elicited by these
complex stimuli.

Analysis

The analysis of the model examined the firing rates of the pyramidal
population of each column: f(t) = g[ui(t)], i = 1, . . ., 208, f ɛ [0, 1].
For each stimulus and column, the maximum firing rate fmax was
identified in a time window extending from stimulus onset to
350 ms after stimulus ending. The role of synaptic depression was
evaluated by contrasting the results gained by using the default
model sa = 1.6 s (denoted as ‘slowly-decaying adaptation’) with the

A

B

C

Fig. 2. Schematic diagrams of the experimental set-ups. (A) In the oddball
paradigm, an ascending tone pair (blue) was used as the frequently occurring
standard stimulus, and the corresponding descending tone pair (red) was the
rarely occurring deviant. The intra-pair stimulus-onset asynchrony (SOA) and
the onset-to-onset inter-pair interval (IPI) are shown. (B). For the first experi-
ment utilizing complex sequences, a set of 70 distinct four-tone sequences
(S70) was constructed using tones of eight different frequencies. Each
sequence was accompanied by its reversed version as well as the first and
second parts of the sequence. (C) For the second complex sequence experi-
ment, 70 sets of tone sequences were used. The starting point for construct-
ing each set was an individual sequence from S70. This four-tone sequence
provided 24 permutations. The final five-tone sequences were prepared by
adding the 1064-Hz tone to each permutation. The final, 25th member of the
set was the 1064-Hz tone presented in isolation.
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results from a model where depression was assumed to decay with a
fast time constant of sa = 100 ms (‘fast-decaying adaptation’). These
values fall within the experimentally measured recovery time con-
stants of depression in corticocortical synapses (i.e. tens of millisec-
onds to several seconds; Tsodyks & Markram, 1997; Varela et al.,
1997; Markram et al., 1998).
SSA on the column level was investigated via the oddball para-

digm (Ulanovsky et al., 2003). First, the responses to the standards
(180 presentations) and deviants (20 presentations) were averaged
separately. Second, for each column, fmax was determined from the
averaged response to the standard, from the averaged response to
the deviant, and from the response elicited by the standard when
presented in isolation. Columns were chosen for further analysis if
the isolated standard produced a maximum response of fmax > 0.1.
This use of a threshold relates to experimental studies in which SSA
is determined using tone frequencies that produce a robust response
in the cells being studied (i.e. frequencies close to the best fre-
quency of the cell). The choice of threshold affected the absolute
number of SSA columns found, but had little effect on the relative
distribution of SSA columns in the different regions of the model.
The response to the standard was judged to represent SSA if it satis-
fied two conditions: (1) fmax to the standard was smaller than fmax to
the isolated standard (adaptation); and (2) fmax to the deviant was
larger than fmax to the standard (recovery).
Temporal integration in a column was demonstrated when the col-

umn exhibited temporal combination sensitivity (CS). To meet the
requirements of CS, a column had to respond to the stimulus as a
temporal whole (fmax > 0.1, i.e. 10% of potential maximum firing
rate) in the sense that it produced a much weaker response to the
time-reversed version of the stimulus (Wang et al., 1995), and to
the first and the second half of the stimulus presented in isolation
(Rauschecker, 1997). Accordingly, in the experiments using tone
pairs, the responses to the ascending tone pair (1052–1476 Hz) and
its descending counterpart were compared with a control set of three
other responses: that elicited by the reversed tone pair and those
elicited by the tones presented in isolation. A column was consid-
ered to exhibit CS and to be temporally sensitive if fmax to the tone
pair was more than double that to any of the control set. This
threshold criterion is the same as that used in our previous study
(May & Tiitinen, 2013), and is in line with the Preference Index cal-
culation introduced by Rauschecker et al. (1995). The proportion of
columns meeting the requirement of CS was denoted PCS. We also
calculated Prev, the proportion of columns responding 100% stronger
to the forward tone pair than to the reversed version, and Pcnt, the
proportion of columns responding 100% stronger to the forward
tone pair than to either of the tones presented in isolation. Changing
the above fmax > 0.1 criterion for choosing columns for CS analysis
affected the absolute values of the proportions P, but left their rela-
tive magnitude order intact (i.e. Prev was always the largest, PCS

was always approximately equal to Pcnt).
Experiments were conducted to compare the behaviour of the

model with results from primate experiments demonstrating another
indicator of temporal integration, namely that of forward facilitation
(Brosch et al., 1999; Brosch & Scheich 2008). These experiments
use two-tone combinations and examine how the response to the
second tone is affected by parametrically changing the first tone. In
the current study, the SOAs of the ascending and descending tone
pairs were varied in 12 steps on a logarithmic scale from 50 to
2360 ms. Columns were chosen for further analysis if the second
tone presented in isolation produced a response (fmax > 0.1), and
thus was in the receptive field of the column. Using this maximal
response as a baseline fbase, a column was considered to exhibit

response facilitation if the presentation of the first tone at any SOA
resulted in an fmax to the second tone such that fmax > 1.1*fbase. For
each such column, we obtained the magnitude of the facilitation
fmax/fbase, the SOA that produced the largest facilitation, and the lon-
gest facilitating SOA.
The analyses of the responses to the complex tone sequences mir-

rored those used to examine the two-tone responses. For the four-
tone sequences (Fig. 2B), the response in terms of fmax to each
sequence was compared with that elicited by the reversed sequence
as well as to those evoked by the first and second half of the
sequence. Using the same criteria for CS responses as used in the
tone-pair case, the results were quantified as PCS, the proportion of
columns exhibiting CS. In the case of the five-tone sequences
(Fig. 2C), we adapted the measure used to quantify forward facilita-
tion in the tone-pair case. Thus, the response to the final 1054-Hz
tone of a sequence was compared with the 1054-Hz tone presented
in isolation as well as to the responses elicited by the other 23
unique tone combinations. Temporal integration was demonstrated if
a column responded selectively to only one of the sequences, that
is, fmax was more than double the corresponding values produced by
the isolated tone and the other sequences.
The MEG responses generated by the model were analysed in a

variety of experiments employing the oddball paradigm. In these, the
responses to the standards (N = 180) and deviants (N = 20) were
averaged separately. These responses exhibited an N1m-like deflec-
tion in that they peaked at about 100 ms and showed a strong ampli-
tude dependence on stimulus interval. The peak of this response was
quantified in terms of amplitude and latency. A more faithful replica-
tion of experimentally observed event-related responses, including
the P50m and P200m deflections, is beyond the scope of the current
study. This would require modelling the contours of auditory cortex
and the targeting zones of synaptic inputs on dendritic trees within
the cortical column, all of which affect the polarity of the MEG sig-
nal (H€am€al€ainen et al. 1993; Okada et al., 1997; May & Tiitinen,
2010). To link the current results with previous experimental efforts
concentrating on the mismatch response, the response to the deviant
was subtracted from that elicited by the standard. Further, the col-
umns generating the standard and deviant responses were identified
separately by pinpointing the columns that were active (fmax > 0)
during respective standard-response and deviant-response time win-
dows. In each case, the window was defined as the period during
which the MEG exceeded a limit value calculated as 10% of the
mean peak amplitude of the standard and deviant response. In the
case of the response to the deviant, this window included the mis-
match response in all cases. It was determined which set of columns
C were activated (fmax > 0) by any one of 16 isolated tones in the
100–15 557 Hz hearing range of the model, where the frequencies of
the tones coincided with the frequency channels of the model. The
set C also included those columns that were activated by a 50-ms
burst of white noise or by a 50-ms complex tone including the fre-
quencies used in constructing the standard and deviant stimuli.

Results

Basic response patterns to isolated and repeated tones

To demonstrate the basic response pattern of the model, a brief 50-
ms pure tone of frequency 1054 Hz was used as stimulus. As shown
in Fig. 3 (left), this resulted in a transient response, both on the col-
umn level and in the MEG. The evolution of the state variables
showed positive deflections peaking in the 100-ms latency range
and negative deflections at about 200 ms. The accompanying firing
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rates increased transiently and peaked in the 50–150 ms range. More
specifically, assuming a 10-ms signal delay from cochlea to cortex
(Liegeois Chauvel et al., 1991), the earliest onset latencies in the
core, belt and parabelt were 17, 33 and 51 ms, respectively. These
agree well with non-invasive results from the human auditory cor-
tex, where corresponding serial activation occurs in the 17–48 ms
range (Inui et al., 2006). The mean delay between response onset
and maximum firing rate was 32 ms. The MEG signal of the model
comprised a transient response peaking at 90 ms. The depression
terms decreased from the rest value of a = 1 to a = 0.4 in about
200 ms, and thereafter recovered towards a = 1 over several sec-
onds. When the adaptation time constant was decreased from its
default value of sa = 1.6 s to 100 ms (Fig. 3, right), similar
response patterns to that of the default condition were observed,
with the exception of the depression term that recovered to its rest-
ing value (a = 1) by about 600 ms.

SSA to repeated stimuli

In general, stimulus repetition led to adaptation: diminished
responses were observed, both on the column level and in the
MEG, with the effect depending on SOA (Fig. 4A). As the SOA
was decreased from 12 s to 200 ms, the peak firing rates averaged
over the columns decreased from 0.18 to 0.006 (97% drop) in the
case of slowly-decaying adaptation (sa = 1.6 s), and a similar
decrease was observed for an intermediate value of the adaptation
time constant (sa = 400 ms). A much smaller relative decrease was
observed with fast-decaying adaptation (sa = 100 ms): from 0.2 to
0.16 (25% drop). Similarly, the peak amplitude of the N1m
depended monotonically on the SOA. This dependence could be
described by an exponentially saturating function similar to that
used by Lu et al. (1992). The time constant of this gently increasing
curve was 3.0 s for slowly-decaying adaptation. With sa = 400 ms
and sa = 100 ms, the N1m increase was more abrupt, with time
constants of 600 ms and 90 ms, respectively.
It was determined whether these response decrements associated

with stimulus repetition reflected SSA. Adaptation to a repeated
stimulus is stimulus-specific if it does not generalize to other stimuli,
that is, if response recovery occurs to stimuli deviating from the
repeated stimulus. The oddball paradigm was used to test for SSA
(Ulanovsky et al., 2003), specifically, by presenting the model with
a series of 753-Hz ‘standard’ tones interspersed with 1054-Hz ‘devi-
ants’ (P = 0.1). As shown in Fig. 4B, the proportion of columns
displaying SSA depended on the adaptation time constant, growing
monotonically from zero to 11% (N = 22) as sa was increased from
100 ms to 1.6 s. This increase of SSA column occurred entirely in
the core and belt: the proportions of SSA columns were largest in
the core and belt, where they grew to 10% (N = 5) and 13%
(N = 17), respectively, for sa = 1.6 s. No SSA columns were found
in the parabelt.
As illustrated in Fig. 4C, the increase in the synaptic adaptation

time constant was also reflected in adaptation of the MEG
responses. With sa = 100 ms, the standard and deviant elicited near-
identical N1 responses. With sa = 1.6 s, the deviant elicited a much
larger response (peak amplitude 76) than the standard (peak ampli-
tude 30), the difference between the two peaking at 90 ms and
140 ms. This enhancement of the response associated with the devi-
ant was due to two factors. First, the average peak firing rate fmax of
the columns activated during the MEG deflection was 0.18 follow-
ing the presentation of the standard and 0.37 following the deviant.
Second, the number of activated columns (fmax > 0) was higher for
the deviant (N = 81, of which 63 selective to deviant) than for the
standard (N = 42, of which 24 selective to standard). Columns
exhibiting SSA were a subset of the columns responding to the
deviant (N = 29, 36% of columns activated by deviant), suggesting
that SSA on the column level does not alone account for amplitude
differences (i.e. mismatch responses) found with oddball stimulation.
Indeed, the majority of the columns producing the response to the
deviant (56%; N = 45) were columns that were selectively activated
by the deviant, remaining unresponsive to the standard (fmax = 0)
both in the oddball and the isolated-standard condition (and thus not
of the SSA kind).

Responses to tone pairs at the column level

The model was presented with a stimulus set comprising four
sounds: an ascending pair of tones with respective frequencies of
1054 Hz and 1476 Hz (tone duration = 50 ms, SOA 600 ms); the
reversed, descending version of this tone pair; and the isolated

A

B

C

D

E

F

G

H

Fig. 3. Response profiles of the 208 columns of the model to an isolated
tone. The left and right figure columns show the profiles in the case of
slowly-decaying and fast-decaying adaptation, respectively. (A) In the case
of slowly-decaying adaptation, the evolutions of the 208 state variables fol-
lowing the presentation of the tone show both positive and negative deflec-
tions. (B) The firing rates of the columns peaked in the 24–210 ms range
with a median of 90 ms, corresponding with the peak latency of the N1m
response. (C) The adaptation terms reached their respective minima within
50 ms after stimulus onset and decayed towards their resting values over sev-
eral seconds. (D) The magnetoencephalographic (MEG) response to the 50-
ms tone peaked with an amplitude of 120 at 90 ms, and thus resembles the
auditory N1m response. The amplitude of the MEG is calculated as the sum
of the excitatory inputs to the pyramidal cells, weighted by the synaptic
weights and the suppression terms [Eqn. (3)]. (E–H) With fast-decaying
adaptation, the state variables, the firing rates and the MEG response all
resembled the case with slowly-decaying adaptation. However, the adaptation
terms decayed to their resting state by about 600 ms.
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1054-Hz and 1476-Hz tones. The two tone pairs elicited transient
responses (fmax > 0.1) from 130 out of the 208 columns (63%). In
general, when looking at how the first tone affected the response to

the second tone, both suppression and enhancement effects were
observed (70% and 30% of cases, respectively). To determine
whether these responses represent temporal integration, we examined

A

B

C

Fig. 4. Adaptation to repeated stimulation in the model. (A) On the left, the peak firing rates fmax averaged over the columns is a monotonically increasing function
of stimulus-onset asynchrony (SOA). On the right, the peak amplitude of the N1m grows at a saturating rate as SOA is increased. Denoting the peak amplitude by A,
this monotonic behaviour could be described by the function A(SOA) / [1 – exp(�SOA/s)], where s is the time constant of saturation. This has the values 90 ms,
600 ms and 3.0 s for synaptic adaptation with time constants 100 ms, 400 ms and 1.6 s, respectively. (B) An example of stimulus-specific adaptation (SSA) is
shown on the left: in this column, the 753-Hz tone presented in isolation elicited a prominent response peaking at fmax = 0.78. When this tone was presented as the
standard stimulus in the oddball paradigm, a diminished response of fmax = 0.35 was elicited. When a 1054-Hz deviant was delivered, the response recovered in
strength and peaked with an amplitude of fmax = 0.72. Thus, the adaptation due to the repetition of the standard is stimulus-specific. On the right, the proportion of
SSA columns increased steadily as a function of the adaptation time constant from zero to 11% (top). This increase of SSA columns occurred in the core and belt
area; no SSA columns were found in parabelt (bottom). (C) The effect of synaptic adaptation is visible in the magnetoencephalographic (MEG) responses elicited in
the oddball paradigm. On the left, fast-decaying adaptation resulted in negligible differences between the averaged response to the standard and that elicited by
the deviant. With slowly-decaying adaptation, the standard stimulus elicited a diminished response. The presentation of the deviant lead to response recovery in the
50–200 ms range, and the difference between the two responses peaked at 90 ms and 140 ms. On the right, the columns activated by the stimuli (fmax > 0.1) in the
case of slowly-decaying adaptation are shown on an area-column map. The standard activated far fewer columns than the deviant. A minority of activated columns
displayed SSA, with the majority producing stimulus-specific responses to either the standard or the deviant.
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their CS, that is, how selective these responses were with regard to
the entire stimulus set. We found that Prev = 20% (N = 41) columns
preferred one or the other tone pair compared with the reversed ver-
sion. Further, Pcnt = 13% (N = 26) columns responded more
strongly to a tone pair than to the constituent tones. The total num-
ber of CS columns, which responded only to a specific tone pair
while remaining unresponsive to the other stimuli was PCS = 12%
(N = 24). This represented 10% of columns in the core, 12% of belt
columns and 9% of parabelt columns. Examples of column activa-
tion displaying CS and of temporally non-selective columns are
shown in Fig. 5. The dependence of this temporal integration on
synaptic depression was tested by decreasing the depression time
constant to sa = 100 ms. In this case, no CS columns were found,
with the corresponding values being Prev = 0, Pcnt = 0, Pint = 0.
Thus, synaptic depression with the slower decay constant was neces-
sary for temporal integration to occur.
Additional simulations confirmed that the emergence of CS did

not depend on the exact parameter values of the model. Variations
of the weight values in a 25–200% range showed that 23% of com-
binations resulted in a proportion of CS columns of 10% or higher.
As shown in Fig. 6, this proportion depended non-monotonically on
both the probability of intra-columnar connections (P0) and the
probability of inhibitory connections (Pinh). Values of PCS > 10
were found when P0 was in the 0.3–0.9 range, and Pinh was in the
0.4–0.7 range.
As shown in Fig. 7, the role of synaptic depression in the tempo-

ral integration of tone pairs with variable SOAs in the 50–2360 ms
range was investigated. With slow decay of depression (sa = 1.6 s),
the number of temporally sensitive columns Prev decreased from
46% to 6% (N: 95–12) over the SOA range. With fast decay

(sa = 100 ms), the number of reversal-sensitive columns sank from
Prev = 46% (N = 95) to zero by the inter-tone interval of 400 ms.
Further, the proportion of columns selective to tone pairs vs. iso-
lated tones peaked at Pcnt = 12% (N = 24) at SOA = 575 ms for
slow decay of depression, and thereafter slowly decreased as SOA
was increased; in the case of fast decay, Pcnt was 9% (N = 19) at
the 260-ms SOA and negligible at other SOAs. In the slow-decay
case, the total number of columns displaying temporal integration
had a non-monotonic relationship with SOA, increasing from 1%
(N = 3) to a maximum of PCS = 11% (N = 22) at the 575-ms SOA
and thereafter slowly decreasing. With fast decay of adaptation, tem-
poral integration occurred only at the 260-ms SOA at which
PCS = 9% (N = 18). With an intermediate value of sa = 400 ms,
PCS peaked at 260 ms with a value of 9% and decreased to a negli-
gible level by 1030 ms. In all cases, there was a threshold of
260 ms below which only 0.5–1% (N: 1–3) columns exhibited tem-
poral integration. In sum, temporal integration was weak below
260 ms, and slow decay of adaptation was necessary for temporal
integration to occur at time spans beyond 400 ms.
Using the above tone-pair stimuli and varying the adaptation

decay constant in the 0.1–1.6 s range, we looked at the distribution
of CS columns in the different regions of the model. In general, the
proportion of CS columns was the highest in the core and the lowest
in the parabelt, although in some cases there was little difference
between the three regions. Figure 8 shows the proportions of CS
columns for the SOAs of 575 ms and 1030 ms. In both cases, the
total proportion of CS columns in the model grew monotonically to
about 10% as sa was increased to 1.6 s. With the 575-ms SOA, the
largest regional differences occurred with sa = 0.8 s, when PCS for
the core, belt and parabelt measured 17%, 8% and 3%, respectively.
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Fig. 5. Demonstration of combination sensitivity (CS) in individual columns of the model. The figure shows examples from the activations (i.e. time course of
firing rates) of 18 core and belt columns: the nine on the left show CS, whereas the nine on the right are non-selective to temporal order. (A) On the left, the
nine columns responded to the second tone of a tone pair (onset at 600 ms; black rectangle in the stimulus diagram). (B–D) The tone pair in the reversed direc-
tion and the tones presented in isolation elicited no responses in these same columns. Thus, the columns respond selectively to the temporal structure of stimula-
tion. (E–H) These nine columns generated responses in all conditions, and therefore are unselective to temporal structure. All examples are from the model with
slowly-decaying adaptation.
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With the 1030-ms SOA, PCS for the core was consistently larger
than that for the parabelt, each growing monotonically as a function
of sa, and reaching the respective values of 13% and 6% at
sa = 1.6 s.
The above conditions for temporal integration include those for

response facilitation in the two-tone paradigm used in primate stud-
ies (Brosch et al., 1999), in which facilitation is observed when the
response to the second tone in a pair is larger than that evoked by
the tone when presented in isolation. For comparison with these pre-
vious results, the responses to the above ascending and descending
tones pairs were analysed using measures employed in electrophysi-
ological experiments. In the case of slowly-decaying adaptation, we
found that 16% (N = 34) of columns exhibited response facilitation.
As shown in Fig. 9, the magnitude of facilitation ranged from 110%
to 640% (median 141%), the distribution peaking in the 120–140%
range and then monotonically decreasing for larger SOAs (Fig. 9A).
Forward facilitation occurred across the whole range of SOAs (50–
2360 ms), with the distribution of SOAs evoking the strongest effect
peaking at 50 ms and 785 ms (Fig. 9B). The longest SOA at which
forward facilitation was observed also covered the whole range of
SOAs, peaking at 85 ms and 2360 ms, with a median of 418 ms. In
the case of fast-decaying adaptation, 16% (N = 33) columns showed
facilitation ranging from 110% to 700% (median 143%), with a
peak at 110% facilitation followed by a monotonic decrease. Facili-
tation was observed in the 50–575 ms range, and was a non-mono-
tonic function of SOA: the SOA with the strongest facilitating effect
as well as the longest SOA that produced facilitation both peaked at
260 ms.

Simulated MEG responses to tone pairs

To demonstrate how synaptic adaptation is reflected non-invasively,
the above 1054–1476 Hz and 1476–1054 Hz tone pairs (tone dura-
tion = 50 ms, SOA 600 ms) were presented in the oddball para-
digm. The ascending tone pair was used as the standard (P = 0.9)

and the descending tone pair as the deviant (P = 0.1). In both cases,
the individual tones of the tone pairs elicited N1m-like responses,
which all peaked with an amplitude of about 50, as shown in
Fig. 10A. Thus, compared with the N1m elicited by isolated tones,
peaking with an amplitude of about 120, both the standard and the
deviant elicited diminished responses. The response elicited by the
first tone of the deviant was diminished compared with that elicited
by the first tone of the standard. In the 100-ms time range following
the peak of the response to the second tone, the response to the
deviant was enhanced compared with the response to the standard.
The difference curve (derived by subtracting the standard response
from that to the deviant) reached its maximum at 124 ms following
the onset of the tone. As in the case of oddball stimulation using
single tones (see Fig. 4C), this enhancement could be traced to two
reasons: firstly, the average peak firing rate of activated columns
was higher for the deviants (fmax = 0.33) than for the standards
(fmax = 0.29) and, secondly, the number of activated columns was
higher for the deviant (P = 29%, of which 67% selective to deviant)
than for the standard (P = 24%, of which 80% selective to stan-
dard). Crucially, when the adaptation time constant was decreased to
100 ms, the difference between the standard and deviant responses
was abolished, as were the differences in average firing rate (0.49
and 0.50 for the standard and deviant, respectively) and activated
columns (41% and 39%).

Fig. 6. The dependence of combination sensitivity (CS) on the connection
probabilities. The probability of intra-column connections (P0) and the proba-
bility of inhibitory connections (Pinh) were each varied in the 0–1 range. The
proportion of CS columns showed tuning to connection probability, having a
non-monotonic dependence on both P0 and Pinh. The default values used in
the model are represented by the star. The values represent means from 10
separate runs.
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Fig. 7. Temporal integration of tone pairs at different stimulus-onset asyn-
chronies (SOAs). (A) With the shortest-SOA tone pairs used as stimuli, about
Prev = 45% columns produced responses that were much stronger to the tone
pair than to the reversed version of the tone pair. Prev decreased monotoni-
cally as SOA was increased. With fast-decaying adaptation (sa = 100 ms),
Prev reached a negligible level at 400 ms SOA. With slowly-decaying adapta-
tion (sa = 1.6 s), Prev decreased to 6% at the longest SOA (2360 ms). (B)
The proportion of columns (Pcnt) producing responses to the tone pair but
none to the individual tones presented in isolation had a non-monotonic rela-
tionship with SOA. In the fast-decaying-adaptation condition, a sharp peak
was observed at SOA = 260. In contrast, with slowly-decaying adaptation,
this measure had a broad distribution peaking at SOA = 575 ms. (C) The
proportion of columns (Pint) satisfying both of the above conditions and thus
demonstrating temporal integration also had a sharp and broad distribution
for fast- and slowly-decaying adaptation, respectively. With an intermediate
value of the adaptation constant (sa = 400 ms), the various proportions
behaved much like those measured in the fast-decay case.
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Figure 10 demonstrates further examples of N1m variations (i.e.
mismatch responses) elicited by tone pairs. Tone pairs with an SOA
of 50 ms were presented in the oddball paradigm. This time, the
stimuli elicited unimodal deflections, with the deviant resulting in a
larger response than the standard (Fig. 10B). Decreasing sa to
100 ms abolished this difference in the responses. We also
employed a stimulation paradigm used to demonstrate MMN to
‘abstract’ stimulus features (Korzyukov et al., 2003). In this case, a
set of four different ascending tone pairs was presented equiproba-
bly as the standards, and the deviants were drawn equiprobably
from a set of four corresponding descending tone pairs. The pur-
ported abstract feature that separates the standards from the deviants
is the direction of the frequency step. Again, as shown in Fig. 10C,
the result was a prominent difference between the standard and devi-
ant responses and, again, the employment of fast-decaying synaptic
depression abolished this difference. In fact, the model predicts that
any arbitrary division of multiple tone pairs into standard and devi-
ant categories results in an amplitude differential between the
responses to the standards and deviants. An example of this is pre-
sented in Fig. 10D, where the standards comprised both ascending
and descending tone pairs at different frequencies, and the deviants
were the time-reversed versions of the standards. Once more, the
deviants produced a response enhancement. In sum, slowly decaying
adaptation seems to be necessary for differential responses to occur
in the oddball paradigm.
In view of the debate on the origin of the mismatch response

(N€a€at€anen et al., 2005), we ascertained whether some of the col-
umns responding to the deviant constituted a separate MMN genera-
tor, that is, a set of columns that produce the difference curve but
that remain unresponsive to isolated stimuli (N€a€at€anen, 1992; May
& Tiitinen, 2010). For this, we mapped those columns (designated

C) that were activated (fmax > 0) by a white noise burst, by a com-
plex tone, or by any of 16 isolated tones in the 100–15 557 Hz
range. In each of the oddball experiments, all the columns respond-
ing to the deviants (fmax > 0) belonged to the set C. This means that
all of the columns contributing to the deviant response, and there-
fore to the MMN difference curve, also responded to isolated stim-
uli. Thus, while the model produced prominent mismatch responses,
there was no separate ‘mismatch response generator’ activated
exclusively by stimulus change.

Single-column and MEG responses to complex sounds

In these two experiments, we investigated how the temporal integra-
tion of complex tone sequences is supported by synaptic adaptation.

A

B D

C

Fig. 8. Temporal integration of tone pairs as a function of the adaptation
time constant. (A) When the tone pair had an stimulus-onset asynchrony
(SOA) of 575 ms, the proportion of CS columns PCS grew monotonically as
sa was increased. (B) With the adaptation constants below 1.6 s, the propor-
tion of CS columns was larger in the core than in the belt. (C) The mono-
tonic relationship between PCS and sa was present also with the longer SOA
of 1030 ms. (D) The proportion of CS cells was consistently highest in the
core and lowest in the parabelt.
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Fig. 9. Population characteristics of forward facilitation in the model. The
results for slowly- and fast-decaying adaptation (sa = 1.6 s and 100 ms,
respectively) are shown on the left and right, respectively. (A) The magni-
tude of forward facilitation was the ratio between the maximum response fmax
to the second tone of a tone pair and fmax to this same tone when presented
in isolation. The distribution peaked in the 120–140% range for slowly-
decaying adaptation. (B) The distribution of the stimulus-onset asynchrony
(SOA) that produced maximal facilitation peaked at 50 ms. (C) The longest
facilitating SOA peaked at 85 ms and 2360 ms. (D) For fast-decaying adap-
tation, the magnitude of facilitation peaked in the 110–120% range. (E) The
SOA evoking strongest facilitation peaked at 50 ms and 260 ms. (F) The
longest SOA producing facilitation peaked at 260 ms.
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In the first experiment (see Fig. 2B), the presence of CS responses
was investigated by presenting 70 distinct sequences of four tones.
In each case, the response to the sequence was contrasted to the
respective responses elicited by the time-reversed version of the
sequence and the separate stimulus halves, that is, rump sequences
comprising either the first and second tones, or the third and fourth
tones. As in the tone-pair experiments, columns exhibiting CS were
identified as those producing stronger responses (> 100% increase)

to the forward sequence than to any of the other three stimuli. As
depicted in Fig. 11A, the number of the CS columns, averaged over
the 70 sequences, was found to be a monotonically increasing func-
tion of the adaptation time constant. When sa was increased from
0.1 to 1.6, PCS rose from a value of 2% to 11%. Thus, lengthening
the time course of synaptic depression was directly reflected in the
ability of the model to perform temporal integration of complex tone
sequences. This monotonic relationship between the adaptation time
constant and PCS was seen in each of the regions of the model
(Fig. 11B). Interestingly, PCS was consistently higher in the belt and
parabelt (where it increased to about 12%) than in the core (where it
reached 6%).
In the second experiment (see Fig. 2C), the model was presented

with the 1054-Hz tone in isolation as well as with 24 five-tone
sequences that all comprised the same tones but, in each sequence,
the order of these tones was unique, and the final tone was always
of 1054-Hz frequency. In correspondence with forward facilitation
experiments using tone pairs, we examined whether the tone combi-
nations enhanced the response to the final tone. Of particular interest
were cases where only one of the combinations resulted in substan-
tial forward facilitation (i.e. a 100% increase in response strength).
As shown in Fig. 12A, the proportion Pfac of such columns, highly
selective to temporal structure, was found to depend on the adapta-
tion time constant. With the shortest value of sa (0.1 s), the number
of selective columns was 11% (N = 23). As sa was increased to
0.8 s, the proportion Pfac grew to 22% (N = 45), and remained at
this level for further increases of sa. Thus, columns exhibited
responses that were facilitated by specific temporal combinations of
sounds, and the number of these columns had a monotonic relation-
ship with the adaptation time constant. The region-specific Pfac val-
ues resembled that of Pfac for the total proportion of columns, each
one plateauing out at sa = 400 ms. The proportion of columns
exhibiting facilitation was consistently highest in the parabelt. The
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Fig. 10. Magnetoencephalographic (MEG) responses of the model in the
oddball paradigm. (A) An ascending tone pair with an inter-tone stimulus-
onset asynchrony (SOA) of 600 ms was used as the standard stimulus, and
the corresponding descending tone pair was presented as the deviant. With
slowly-decaying adaptation (sa = 1.6 s, left), the response to the second tone
of the deviant pair was enhanced in the 100–200 ms post-stimulus range
compared to the equivalent response to the standard. Fast-decaying adapta-
tion (sa = 100 ms, right) abolished this difference. (B) When the SOA of the
tone pairs was reduced to 50 ms, an even more marked difference developed
between the responses to the standard and deviant. The difference wave
peaked at the N1m peak latency and again at 150 ms. Reducing the adapta-
tion time constant resulted in near-identical responses to the standard and
deviant. (C) The model was presented with ascending and descending tone
pairs as the standard and deviant, respectively. The tone pairs, occurring at
multiple frequencies, were distinguishable from each other only by the
‘abstract’ feature of the direction of the frequency step. Slowly-decaying
adaptation resulted in a prominent enhancement of the deviant response in
the 80–150 ms range, and fast-decaying adaptation lead once more to
responses to the deviant that were near-identical to the standard responses. In
sum, these simulations demonstrate that a differential response in the oddball
paradigm to tone pairs requires adaptation with a long time constant. (D)
The model predicts that any combination of tone pairs into standard and
deviant categories (i.e. any arbitrary ‘abstract’ rule, including the one above)
results in mismatch responses. This example utilized the same experimental
set-up as above, except that the standard category comprised both ascending
and descending tone pairs, as did the deviant category, where each deviant
tone pair was a reversed version of a standard pair. The schematic diagram
on the left shows the collection of tone pairs used as the standard and those
used as the deviant. A prominent mismatch response resulted from this arbi-
trary division of stimuli (sa = 1.6 s). Note that in the cases of slowly-decay-
ing adaptation, the responses to the deviants are all diminished with respect
to the peak amplitude of the response elicited by an isolated tone (R ~ 120;
see Fig. 3D).
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maximum values of Pfac for the core, belt and parabelt were 20%,
22% and 25%, respectively.
Selectivity to the temporal structure of complex tone sequences

could be made visible in the MEG by using the oddball paradigm
(Fig. 13). Two sequences from the second experiment, each com-
prising an identical set of five tones, were used. The second
sequence differed from the first only in that the third and fourth
tones were in reverse order. When the first and second sequences
were presented as the standard and deviant stimulus, respectively,
there was a marked increase in the magnitude of the response to the
deviant compared with that elicited by the standard. This enhance-
ment (from 22 to 44, 114%) occurred in a 150-ms time window fol-
lowing the presentation of the third tone. It was associated with
stronger firing rates at the column level (mean 0.2 vs. 0.3 for stan-
dard and deviant, respectively), an increase in activated columns
(12% vs. 17%) and a shift in the spatial distribution of activity. The
differential response was abolished by decreasing sa to 100 ms.

Discussion

The temporal integration of auditory information is reflected by the
CS of auditory cortex responses measured in single cells (McKenna
et al., 1989; Lewicki & Konishi, 1995; Wang et al., 1995; Brosch

& Schreiner, 1997, 2000; Rauschecker, 1997; Brosch et al., 1999;
Brosch & Scheich, 2008; Recanzone, 2008; Sadagopan & Wang,
2009). It is also suggested by the non-invasively measured N1m,
which varies in amplitude distribution according to the historical
context of the eliciting stimulus. Here, it was demonstrated that
these two phenomena can be explained by adaptation mediated by
activity-dependent synaptic depression, which in this study was
restricted to the excitatory connections between the pyramidal cell
populations. A computational model of auditory cortex that included
a serial core-belt-parabelt structure of multiple parallel streams of
activation was used (May & Tiitinen, 2013). By varying the time
course of adaptation, we found responses indexing the temporal
integration of tone pairs and longer, complex sequences of tones.
Specifically, responses exhibited both facilitation by and selectivity
to the temporal structure of stimulation. The model also produced
various adaptation phenomena, namely SSA responses in single-col-
umn measurements and variations in N1m responses (i.e. ‘MMN’
responses) obtained in the oddball paradigm. Importantly, the preva-
lence of responses reflecting temporal integration and SSA increased
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Fig. 11. Combination sensitivity (CS) of responses to complex tone
sequences. (A) When sequences of four different tones were used as stimuli,
the proportion PCS of the total number of columns exhibiting CS increased
monotonically as a function of the adaptation time constant sa. CS was
achieved when the response to a sequence was at least double in magnitude
than: (a) the response to the time-reversed sequence; (b) the response to the
initial half of the sequence presented in isolation; and (c) the response to the
isolated second half. (B) The proportion of CS columns was consistently
lowest in the core. The figure shows the mean values of PCS from the set of
70 unique sequences. Bars denote standard error of the mean (SEM).
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Fig. 12. Selective facilitation of responses to complex tone sequences. (A)
In this experiment, the facilitating effect of tone sequences on the response
to a subsequent tone was evaluated. A set of 24 five-tone sequences was pre-
sented to the model. Each sequence was a unique combination of the same
five tones, and the final tone was always of frequency 1054 Hz. The
responses to this final tone were contrasted to each other and to the tone pre-
sented in isolation. Facilitation indicating temporal integration was judged to
occur when a column responded selectively to only one of the sequences
(i.e. producing a response at least double in magnitude than the responses to
the other sequences and the response to the isolated tone). This kind of selec-
tive facilitation was enhanced by increasing the time constant of adaptation.
(B) The proportion of columns exhibiting facilitation was always the largest
in the parabelt. The values in the figure represent the number of columns Pfac
exhibiting facilitation averaged over 70 runs (see Materials and methods).
Bars denote SEM.
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monotonically as a function of the time constant of synaptic adapta-
tion. To replicate the adaptation of the N1m response, the long time
constant of 1.6 s was required.
A general feature that emerged in the simulations was that the

complexity of the stimulation seemed to be reflected in the regional
distribution of columns exhibiting temporal integration. With the
two-stimulus oddball paradigm, SSA columns were found exclu-
sively in the core and belt regions, with none in the parabelt
(Fig. 4). Similarly, the highest and lowest proportions of columns
showing temporal integration of tone pairs tended to be in the core
and parabelt, respectively (Fig. 8). The situation was reversed when
four- and five-tone sequences were used: the proportion of columns
producing responses indicating temporal integration was always low-
est in the core and higher in the belt and parabelt (Figs 11 and 12).
Thus, while needing further confirmation, the current results suggest
that serial structure boosts the ability of auditory cortex to represent
temporally complex sounds: the more temporal complexity a sound

has, the deeper up the serial structure its representation as a tempo-
ral whole seems to be moved.

The temporal integration of tone pairs

The ability of the model to perform temporal integration of tone
pairs was examined. Integration was judged to have occurred if col-
umns of the model responded stronger to a tone pair in the forward
direction than in the reversed direction. A further condition was that
neither of the tones presented in isolation elicited a robust response.
A column satisfying these conditions was CS, and was therefore
guaranteed to respond strongly to the second tone if, and only if, it
was preceded by the first tone, and therefore its response indicated
that temporal integration of the tone pair had occurred. We found
that adaptation with a fast decay constant of 100 ms supported tem-
poral integration of 260-ms tone pairs in 9% of columns. For pairs
extending beyond this limit, the slower decay constant of 1.6 s was
required. In this case, a maximum of 12% of columns exhibited CS
when the SOA of the tone pair was 575 ms. Importantly, slower
decay of adaptation allowed for temporal integration to occur at all
the SOAs tested (up to 2360 ms). Interestingly, there was a thresh-
old of integration in the sense that there was little evidence for it at
the shortest SOAs (< 260 ms) using the stringent requirements of
the current analyses (i.e. > 100% facilitating effects on response
amplitude).
The current results resemble those of Lewicki & Arthur (1996),

who looked at the temporal CS of responses in the songbird fore-
brain. Using song syllables as stimulus material, they found that in
area HVc, 27% of units responded stronger to a two-syllable
sequence than to its reversed version (equivalent to our Prev); 19%
showed stronger responses to the sequence than to the individual
syllables presented in isolation (equivalent to Pcnt); and 19% exhib-
ited a combination of these preferences (equivalent to PCS, i.e. our
CS requirements). Our simulations (Fig. 7) mirror this pattern in
two respects. First, for all tone-pair durations and adaptation time
constants, Prev was always larger than Pcnt. Second, PCS was very
close to Pcnt and in many cases identical to it. For example, with
the 400-ms adaptation time constant and the 260-ms SOA (i.e.
310 ms sequence duration, corresponding with the approximate 300-
ms duration of the syllable sequence of Lewicki & Arthur, 1996),
we measured Prev = 33%, Pcnt = 9% and PCS = 9%. Furthermore,
the presence of CS responses correlates with the results from mon-
key. Rauschecker (1997) observed that complete monkey vocaliza-
tions produce larger responses than individual segments of the call
presented in isolation. Preference to forward vs. reversed species-
specific vocalizations has been observed in monkey auditory cortex
(Wang & Kadia, 2001; Sadagopan & Wang, 2009), with the
reported proportion of such cells varying from 10% (Recanzone,
2008) to 75% (Wang et al., 1995). In the current simulations, pref-
erence to forward vs. reversed tone pairs was found in 46% of col-
umns at and below inter-tone intervals (SOAs) of 155 ms. At longer
intervals, preference declined as a function of interval and depended
on the adaptation time constant. Thus, the current observations sug-
gest that the number of CS cells and those showing sensitivity to
sequence direction depends on stimulus duration and variations in
the adaptation time course.
A second measure of temporal integration looked at forward facil-

itation, where the response to a tone is enhanced if it is preceded by
another tone. This is in fact a subset of the conditions for CS as
defined above, and it was used so that comparisons could be made
to previous animal studies of two-tone facilitation in the primate
auditory cortex (Brosch et al., 1999; Brosch & Schreiner, 2000;

A

B

Fig. 13. Magnetoencephalographic (MEG) responses to complex tone
sequences presented in the oddball paradigm. (A) Two sequences of five
tones used in the forward facilitation experiment were used as respective
standard and deviant stimuli. As shown in the stimulus diagram (bottom), the
deviant comprised the same set of tones as the standard, but with the third
and fourth tone in reverse order. With slowly-decaying adaptation, this
resulted in prominent differences between the standard and deviant responses
starting after the presentation of the third tone (top). Fast-decaying adaptation
abolished these relative differences in response amplitude. (B) The maximum
firing rates fmax of the columns during 80–150 ms following the onset of the
third tone are shown for the case of slowly-decaying adaptation. Compared
with the activity evoked by the standard, the columns respond more vigor-
ously to the deviant, activity is more widespread and there is a difference in
the spatial distribution of activation. This shift in the ‘centre of gravity’ of
activity would lead to a shift in the estimated source location if a point-like
(‘single-dipole’) source model was used in the estimation.
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Bartlett & Wang, 2005; Brosch & Scheich, 2008; Sadagopan &
Wang, 2009). With both fast- and slowly-decaying synaptic adapta-
tion, 16% of columns in the model showed facilitation – a lower
proportion than the 40–60% values found in single-unit measure-
ments in primates (Brosch & Schreiner, 2000; Bartlett & Wang,
2005; Brosch & Scheich, 2008). Irrespective of the time constant of
synaptic adaptation, the magnitude of facilitation peaked in the
lower range (110–140%), resembling the results from primate stud-
ies. This could also be said of the distribution of the preferred SOA,
which was weighted at the lowest SOAs. However, there was a
clear difference between the two time constant conditions in that
facilitation with fast-decaying adaptation was observable only at
SOAs below 575 ms (median 260 ms), whereas facilitation was
present over the whole SOA range with slowly-decaying adaptation.
In this sense, the results with fast-decaying adaptation are more clo-
sely aligned with results from primates (e.g. longest facilitating
SOAs 539 ms, median 187 ms; Brosch & Scheich, 2008). This
leads to tentative predictions, based on the link between N1m ampli-
tude and adaptation decay. First, our results suggest that the N1m
equivalent in primates could have a faster saturation as a function of
SOA than does the N1m in humans. Second, invasive measurements
of facilitation should produce effects that persist at longer SOAs in
humans than in non-human primates.

The temporal integration of complex tone sequences

The temporal integration of complex tone sequences was studied
through implementing the CS and forward facilitation measures used
in the previous tone-pair paradigms. In the case of four-tone
sequences, we found a monotonic relationship between the adapta-
tion time constant and the number of columns exhibiting CS, which
increased from 2% to 11% as sa grew from 100 ms to 1.6 s. Using
a modified version of forward facilitation measurements, sharp
selectivity to the temporal structure of tone combinations was dis-
covered. The model was presented with sets of tone sequences
where each one was a unique combination of the same set of tones.
Thus, the same spectral information was delivered in multiple tem-
poral combinations. Several columns turned out to be selective to
only one of these combinations, thus showing that temporal integra-
tion was taking place. The proportion of these columns (measured
by Pfac) doubled from 11% to 22% as the adaptation decay constant
was increased from 100 ms to 0.4 s and remained at this level for
further increases of the constant. This saturation of Pfac occurred at
about the 650-ms duration of the tone sequences, indicating that the
adaptation constant is directly reflected in the time window over
which temporal integration of complex sequences occurs. The results
of these two experiments offer experimentally verifiable predictions,
and suggest that responses pointing to temporal integration of com-
plex sequences (using the current measures) are equally prevalent as
two-tone facilitation (16%, see above). In sum, these observations
point to synaptic adaptation enhancing the ability of auditory cortex
to perform temporal integration.
The fact that so many columns in the five-tone stimulation condi-

tion displayed integration even at the shortest adaptation decay con-
stant might be due to the short, 150-ms inter-tone SOA used in the
experiment. The silent 100-ms interval between the tones would
have been too short to allow the dynamic variables of the model –
the state variables u(t) as well as the adaptation terms a(t) – to reach
their resting states. Thus, at the onset of each new tone, the response
was determined not only by the afferent stimulation but also by the
dynamic, non-resting state of the model. This mode of state-depen-
dent computation provides an effective mode for making non-linear

mappings of temporal information, as described in the theory of
echo-state networks (Luko�sevicius & Jaeger, 2009; see also Buono-
mano & Maass, 2009). Thus, the current model can also be regarded
as a non-linear mapping of the inputs into a 208-dimensional space,
where temporal integration causes the same input to be represented
with different trajectories depending on an ‘echo’ resulting from pre-
vious inputs. In this context, the current results point to the possibil-
ity that echo-state processing might benefit from adaptation type of
dynamics.

The role of adaptation in MEG responses

The model reproduced a range of non-invasively measured phenom-
ena of the activation of auditory cortex. Upon stimulus presentation,
the model generated a prominent transient MEG deflection that
resembled the N1m in that: (1) the deflection peaked at about
100 ms post-stimulus; and (2) the amplitude of this deflection was
dependent on the stimulus repetition rate, increasing monotonically
as a function of SOA. This dependence on the SOA could be mod-
elled with an exponentially saturating function used to describe the
N1m measured in humans. With the default sa of 1.6 s, the time
constant of this saturation was about 3 s, which is within the 0.5–
5 s range measured by Lu et al. (1992). The use of the shorter
decay time of synaptic adaptation (sa = 100 ms) resulted in an unre-
alistic, much smaller variation in the N1m amplitude.
A variety of differential ‘mismatch’ responses was generated

when temporally structured stimuli were presented in the oddball
paradigm. Prominent differences between the MEG responses to
standards and deviants were observed when stimulation comprised
tone pairs (both with long and short inter-tone SOAs), multiple tone
pairs differing in the ‘abstract’ feature of tone step direction, and
complex sequences of tones with differing temporal order. These
amplitude variations resemble experimental results to tone pairs and
sequences (for reviews, see Picton et al., 2000; N€a€at€anen et al.,
2010). However, the current model predicts that an amplitude
enhancement of the response to the deviant results from any arbi-
trary rule for dividing multiple different tone pairs into standards
and deviants. That is, the ‘abstract’ rule of tone step direction, used
in experiments demonstrating ‘primitive intelligence’ (N€a€at€anen
et al., 2001; Korzyukov et al., 2003), just happens to be one of
them. Thus, it is possible that the auditory cortex, rather than pro-
cessing assumed abstract features of stimulation, is merely integrat-
ing stimulus events and responding to them selectively. In all the
oddball experiments reported here, shortening the decay constant of
synaptic depression abolished these mismatch responses. In sum,
adaptation realised through persistent synaptic adaptation was neces-
sary for the model to generate MEG responses consistent with
experimental results from humans.
The variations in the amplitude distributions of the MEG

responses obtained with oddball stimulation could consistently be
explained by the following factors. First, the repeated presentation
of the standard lead to response adaptation, a diminishing of
response amplitude compared with responses elicited by the isolated
standard. Second, the deviant resulted in response recovery, an
enhancement of response amplitude. This was associated with an
increase in the firing rates of the responding columns as well as with
an increase in the number of columns responding to the deviant. We
also noted shifts in the spatial distribution of activity associated with
the presentation of the deviant. It has previously been suggested that
SSA observed in single-cell experiments could be a correlate of the
mismatch response (Ulanovsky et al., 2003, 2004). In the current
model, SSA provided part of the explanation. We found that only a
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third of the columns contributing to the response to the deviant were
responding in the SSA framework (i.e. producing responses to the
standard that were diminished compared with the responses elicited
by the deviant and with those elicited by the standard presented in
isolation), with a majority of columns representing selective, rather
than recovered, responses to the deviant. In the confines of the pres-
ent modelling work, we found no evidence for mismatch-response
generators, that is, columns that would respond only when a stimu-
lus represents a change in repetitive stimulation (as suggested by
N€a€at€anen, 1992). Overall, variations in the N1m response elicited by
oddball stimulation are explained by a combination of SSA and
stimulus selectivity on the column level. Importantly, both of these
factors require slowly-decaying synaptic adaptation.

Temporal integration and adaptation: a link between
intracortical and non-invasive responses

Adaptation in cortex is usually described in terms of forward mask-
ing effects whereby the response to a probe tone is suppressed if it
is preceded by a masker tone (Calford & Semple, 1995; Brosch &
Schreiner, 1997, 2000; Bartlett & Wang, 2005; Brosch & Scheich,
2008). A direct extension of this phenomenon is the suppression of
the response to a repetitive stimulus, where each stimulus in effect
masks the responses to subsequent stimuli (Ulanovsky et al.,
2003). Previous MEG studies have suggested that adaptation would
also explain N1m response recovery in the oddball paradigm, that
is, when repetitive stimulation is interrupted by novel stimulation
that then activates non-adapted neural populations (Butler, 1968;
May et al., 1999; Ulanovsky et al., 2003; J€a€askel€ainen et al.,
2004; May & Tiitinen, 2010). Indeed, the key role of adaptation in
information processing in cortex is currently thought to be that of
change detection and representation of stimulus statistics (for recent
reviews, see Malmierca et al., 2014; P�erez-Gonz�alez & Malmierca,
2014).
In contrast to the above view and in concordance with previous

computational studies (Buonomano & Merzenich, 1995; May & Tii-
tinen, 2007, 2010; Buonomano & Maass, 2009), the current results
demonstrate that synaptic adaptation might have an unexpected
function in contributing to temporal integration of auditory informa-
tion – possibly the central function of auditory cortex (Nelken,
2004) – by allowing for individual cortical neurons to respond selec-
tively to the temporal structure of stimuli. A counterintuitive conse-
quence of this is that activity-dependent depression of excitatory
synapses between pyramidal cell populations not only leads to for-
ward suppression in the case of masker–tone interactions, but could
also underlie response facilitation reflecting temporal selectivity (see
also Goudar & Buonomano, 2014). This can be understood on the
system level: by modifying the interaction weights between cortical
cell populations in a stimulus-specific way, adaptation changes the
input–output mappings between the areas of auditory cortex, making
these depend on stimulation history. Thus, the response of an indi-
vidual cortical unit to an incoming stimulus can either be suppressed
or enhanced, depending on the immediate historical context of the
stimulus. This explanation of response dependence on historical con-
text bypasses the need to postulate specific circuitry, delay lines or
learning: selectivity to the temporal structure of any stimulus arises
stochastically in some subset of neurons, given a large enough net-
work and synaptic plasticity (Lee & Buonomano, 2012).
The current results suggest that the mechanism underlying CS

and forward facilitation in single-unit responses is the same mecha-
nism that allows for change detection responses measured in single-
unit activity (i.e. SSA) and non-invasively in the MEG and EEG.

The current results point to the possibility that adaptation not only
forms a memory system (in addition to the memory effects observed
in cortical spike trains; Campbell et al., 2010; Klampfl et al., 2012),
but also contributes directly to stimulus selectivity necessary for
repetitive, temporally structured stimuli to be differentiated from
novel events. Thus, our results suggest that there may be a link
between temporal integration as reflected in response selectivity of
cortical units and the context sensitivity of non-invasively measured
MEG responses where temporal integration shows up as response
variations, that is, the dependence of the N1m amplitude on the his-
torical context of the eliciting stimulus.
It remains to be seen how synaptic adaptation might support the

temporal integration used in more ecologically valid settings. The
current simulations were limited to responses produced by isolated
tone sequences and tones within stationary oddball distributions. In
contrast, natural sound environments contain multiple, continuous,
complex streams of sound, and the segregation of these depends on
the allocation of attention (Bregman, 1990). Thus, the role of synap-
tic adaptation in integrating continuous auditory streams in a noisy
environment remains an open question. Modelling these processes
of ASA will probably require a more detailed description of the
auditory system, including that of the precortical pathway and of the
way auditory cortex is modulated by top–down effects originating
from beyond the parabelt.
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