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Biologically relevant information in acoustic signals often is pre-
sent in its temporal structure. For example, the temporal rela-
tionships of particular acoustic elements are important for
identifying human speech signals1, the proximity of a target in
bat sonar2, songs in birds3, and calls in anuran amphibians4 (frogs
and toads) and crickets5. In the sensory periphery, these signals
are represented by unique spatiotemporal patterns of activity. It
is still unclear to what extent these spatiotemporal patterns are
read by higher-order ‘detectors’ of temporal features6.

Several decades of work have provided substantial evidence
for temporal feature detectors. Neurons have been recorded that
respond best when tonal or frequency-modulated stimuli are of
a particular duration7–9. ‘Combination-sensitive’ neurons have
been found that respond best when at least two acoustic elements
are presented in the appropriate temporal order and spacing10–17.
In these cases, the response magnitude to the temporally appro-
priate combination of acoustic elements is much greater than the
sum of their responses to each element presented alone.

Ultimately, however, recognition and discrimination of bio-
logically important sounds might entail integration over many
acoustic elements, and over hundreds of milliseconds or seconds.
In this scenario, each pair of elements in the appropriate tempo-
ral relationship would activate combination-sensitive neurons,
which then provide inputs to a long-term integrator. This stage
might represent the top of a neuronal hierarchy, where the num-
ber of consecutive correct ‘bits’ of information would be evalu-
ated. Such integration processes would complete the formation of
selective filters for biologically relevant signals.

To investigate such long-term integration processes, we have
conducted neurophysiological studies of the anuran auditory sys-
tem. Because anurans are able to discriminate between calls that
differ primarily in temporal pulse density18,19, it is likely that they
use temporal integration. We tested this hypothesis by making
recordings from single units in the torus semicircularis (audito-
ry midbrain) of two species of frogs, R. pipiens and H. regilla.
Rana pipiens has been used in many of the previous studies of
temporal processing in the auditory system; H. regilla was stud-
ied because these frogs are able to discriminate behaviorally
between calls that differ almost exclusively in pulse repetition

rate. The torus is a logical place to look for neurons that inte-
grate information over multiple pulses because neurons in this
area respond selectively to particular rates of amplitude modu-
lation (AM)20,21, and the distribution of ‘best rates of AM’ is
species specific22,23. Here we show that long-term integration
occurs in the auditory system of anurans. As a result, neurons
show strong selectivity for temporal patterns of acoustic signals
that represent particular call types.

Results
Recordings were made from 109 neurons in the torus semicir-
cularis of 25 male frogs. Sixty seven of these cells were tuned for
AM rate (that is, responded most strongly to a particular AM
rate) and these cells were studied further. Forty-four of these
band-pass cells had response latencies less than 40 ms and, in
most cases, were excited best by AM rates less than approximately
60 Hz. The remaining 23 band-pass cells were of particular inter-
est with respect to processes of integration over long time scales.
These neurons responded best to AM rates above approximate-
ly 60 Hz and had response latencies that ranged from 45–150 ms.
The integration processes that operate in these latter cells are the
subject of this study. These neurons were clustered in the medi-
al torus; multiunit recordings revealed little response in this area
to AM rates below approximately 50 Hz. These cells, in H. regilla,
would respond to advertisement calls, but not to aggressive calls,
whereas the opposite relation would hold for R. pipiens. In a rep-
resentative single cell, this selectivity was largely independent
of whether the AM was sinusoidal or of more natural shape
(Fig. 1a). This selectivity cannot stem simply from integration
of stimulus intensity because these cells failed to respond to tone
bursts or to slow rates of sinusoidal AM, even when stimulus
energy was constant across AM rates.

Alternatively, the tuning to high rates of AM could result
either from underlying sensitivities to the duration and rise-times
of pulses, or from a process by which neural activities that stem
from individual pulses are combined when in an appropriate
temporal pattern. The first hypothesis can be ruled out, because
stimulus pulses that were 10 ms in duration and had natural
shapes (rise/fall characteristics) effectively excited these neurons
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when presented at high repetition rates, but were ineffective when
presented at low repetition rates (Fig. 1a). To test the hypothe-
sis that the selectivity of these cells for high pulse repetition rates
might stem from an integrating process, the number of pulses
per stimulus presentation was varied (Fig. 1b). In this case, at
least eight pulses, presented at approximately 80 pulses/s, were
required to elicit spiking. The long response latency of this neu-
ron, therefore, resulted primarily from an integration process
with a time constant longer than the time required to conduct
signals to this area of the brain. The minimum number of puls-
es, delivered at the optimal repetition rate, that was sufficient for
eliciting at least one spike per stimulus presentation (pulse train)
ranged from 4–15 (median, 8.5, n = 18) for this group of neu-
rons. The responses of these cells, therefore, are evidence of an
integrating process, but what is being integrated? The system may
integrate either stimulus intensity that is distributed in a specif-
ic temporal pattern or information relating to the number and
temporal density of pulses. In the latter case, the cell’s response
level would be largely independent of the amplitude of each pulse.

To distinguish between these two possibilities, pulse ampli-
tude was varied while holding the repetition rate of pulses con-
stant. If the responses of neurons reflect the integration of
stimulus intensity that is presented in a temporally appropriate
pattern, then, as the stimulus intensity is increased, fewer puls-
es should be required to elicit spiking. This was not the case. For
seven of the eight neurons that were tested across a 6–12 dB range
in stimulus amplitude, a constant number of stimulus pulses,
delivered at the optimal repetition rate, was required to elicit a
response. In a representative neuron (Fig. 2), more than 10 puls-
es, delivered at the optimal rate of 100 pulses/s, were required to
elicit spikes, regardless of whether the stimulus amplitude was 4,
10 or 16 dB above threshold. For example, when stimulus ampli-
tude was set at a level 16 dB above the threshold required for a
series of 16 pulses to elicit spikes, a stimulus consisting of 8 puls-
es failed to evoke spikes; this difference represents approximate-
ly a 40-fold increase in stimulus power and a 20-fold increase in
stimulus energy. The latency of response to the sequence of 16
pulses was similar across a wide range of stimulus amplitudes
(Fig. 2, inset). These findings indicate that the activity of this
neuron was not simply a function of the amount of stimulus
energy that was presented in a temporally appropriate pattern.
Instead, the cell responded only when a threshold number of
stimulus pulses occurred within a particular time window. This
conclusion is also supported because this neuron’s selectivity for
the repetition rate of pulses was similar across these stimulus
amplitudes.

Because of compressive nonlinearities (that is, dynamic range
limits) in the auditory system, however, increases in stimulus
peak amplitude may not translate into proportionately greater
activity levels in afferents to these neurons. We therefore varied
the duty cycle (pulse duration divided by interpulse interval) of
pulses as a means of varying the energy in stimuli while holding
the peak amplitude and repetition rate of pulses constant; halv-
ing the duty cycle of pulses (Fig. 3b, inset) results in halving stim-
ulus energy. For this class of neurons, the number of pulses that
were required to elicit a threshold level of response was largely
independent of the duty cycle  of the pulses (Fig. 3a). If neural
thresholds (number of pulses) for different pulse duty cycles were
related to the amount of stimulus energy, values would fall along
the dotted and dashed lines. Instead, data points fall along the
solid line, indicating that the critical feature for exciting these
neurons was the number of pulses that occurred within a par-
ticular time window. In addition, the selectivity of neurons for
pulse repetition rate was almost completely independent of the
pulse duty cycle (Fig. 3b). These data, therefore, support the
hypothesis that these auditory neurons integrate information
concerning the number and temporal density of pulses, not sim-
ply stimulus intensity that is presented in a temporally appro-
priate pattern.

Discussion
Our results indicate that one class of neurons in the frog torus
or auditory midbrain derives its selectivity for fast PRRs by inte-
grating information gathered over a time period of approximately
45–150 ms; these cells only begin to respond after the appropri-
ate temporal density of pulses has been maintained for a suffi-
cient length of time. As a result, individual cells that we term
‘pulse-integrator’ (PI) neurons code the number of consecutive
correct interpulse intervals in the stimulus. The biological sig-
nificance of integrating information across a series of pulses is
clear for anurans. Behavioral studies have shown that these ani-
mals are able to discriminate between calls that differ almost
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Fig. 1. Pulse-integrating properties of a neuron in the torus or audi-
tory midbrain of the frog H. regilla. (a) Normalized response level
versus the rate of modulation of the amplitude of a 1.2 kHz carrier
signal. Responses were normalized with respect to the maximum
spike rate for each form of amplitude modulation. Signal amplitude
was modulated sinusoidally (closed circles) or so that the relative
rise and fall characteristics of pulses resembled those found in nat-
ural calls. In the latter case, pulse duration was either held constant
at 10 ms (triangles) or varied with pulse repetition rate to maintain
a duty cycle of 1.0 (open circles). Stimulus duration was 400 ms,
except when pulse duration and number (15 pulses) were held con-
stant, in which case stimulus duration varied with pulse repetition
rate. (b) Recordings from this neuron in response to stimuli that
consisted of 4, 6, 10 and 20 pulses per presentation. Pulses were
12.5 ms in duration. A faint microphonic potential, reflecting the
stimulus, can be seen in these recordings.
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exclusively in pulse repetition rate18,19 or number of pulses24. In
these cases, pulse shape and spectral structure are highly similar
between calls. Pulse-integrating processes of the kind shown here
form the basis of selective neural responses to the calls of high
AM rate.

LONG-TERM INTEGRATION AND DETECTION THRESHOLDS

In addition to its role in temporal pattern recognition, long-term
integration across pulses might influence the thresholds for detec-
tion of calls. Consider how behavioral threshold might be relat-

ed to the activity of a population of neurons, some of which are
PI neurons. Assume that PI and nonPI neurons have similar
thresholds; for neurons of either type, thresholds were between 25
and 75 dB SPL. Presentation of single pulses will only excite neu-
rons that do not integrate across pulses (nonPI neurons). As the
number of pulses per stimulus is increased, PI neurons will pro-
gressively be recruited. The aggregate activity therefore will
increase in a nonlinear fashion with pulse number.

As the stimulus intensity is progressively decreased, the level
of activity required for behavioral detection will only be met
for stimuli consisting of enough pulses to recruit the PI neu-
rons. For stimuli of lower pulse number, only nonPI neurons
will fire; the pulse-integrating neurons will be silent. Thus when
only one or a few pulses are delivered, the stimulus intensity
will have to be raised to elicit a threshold level of activity in the
pool of nonPI neurons. Behavioral thresholds, therefore, should
be lower for calls that consist of many pulses (maintaining cor-
rect interpulse intervals) than for calls that are repeated more
frequently but have fewer consecutive pulses.

The tradeoff between stimulus pulse number and stimulus
intensity for detection is fundamental to ‘multiple-looks’ mod-
els25 of temporal integration in the auditory system. Multiple-
looks models of temporal integration in humans primarily
account for the finding that subjects detect stimuli at lower
amplitudes as the duration of the stimulus is increased, even
out to hundreds of milliseconds. Two types of models have been
described. A statistical formulation25 postulates a tradeoff
between the number of sampling opportunities and stimulus
intensity. Each sampling, corresponding to the minimum inte-
gration time of the auditory system, represents an opportunity
that the threshold for detection will be met. Because the num-
ber of sampling opportunities increases with stimulus dura-
tion, the probability of detection increases26. To achieve
behavioral threshold when presenting only one or a few pulses
per stimulus presentation, the intensity of the stimulus would
have to be increased; that is, a tradeoff occurs between inten-
sity and the duration of a pulse train.
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Fig. 3. Energy independence of the pulse-integration process: variations of pulse duty cycle. (a) Number of stimulus pulses required to elicit
a threshold level of neuronal response, for pulse duty cycles of 1.0 versus 0.5 (filled symbols) and 1.0 versus 0.25 (open symbols). The rate of
repetition of stimulus pulses was held at the optimal value for each neuron; this value was independent of the duty cycle of pulses, as shown
in (b). Dotted lines signify equal energy conditions for stimuli of 1.0 versus 0.25 duty cycle, and dashed lines show equal energy for 1.0 ver-
sus 0.5 duty cycle. (b) Response level of a single neuron versus stimulus AM rate for pulse duty cycles of 1.0 (closed circles), 0.5 (open cir-
cles) and 0.25 (triangles). Inset, examples of stimuli and responses at these duty cycles.

Fig. 2. Energy independence of the pulse-integration process: pulse
amplitude variations. The normalized response levels of a single rep-
resentative neuron in R. pipiens for stimulus amplitudes 4 (triangles),
10 (open circles) and 16 (closed circles) dB above threshold, as a
function of the number of pulses in the stimulus. Pulse repetition
rate was 100 pulses/s. The carrier frequency was 600 Hz. Recording
traces (inset) show that response latency was largely independent
of stimulus amplitude.
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A second, nontrivial, multiple-looks model posits that infor-
mation from individual looks might be held in memory and
combined later; stimulus intensity per se is not integrated over
hundreds of milliseconds25. Pulse-integrating (PI) neurons pro-
vide evidence supporting this memory- and information-based
multiple-looks model. These neurons respond in a highly non-
linear fashion to stimuli of different pulse number. For example,
the number of spikes that are evoked by a stimulus consisting
of sixteen pulses greatly exceeds that evoked by four repetitions
of a stimulus consisting of four pulses. The number of ‘looks’
are identical for these two stimulus conditions, and a similar
number of spikes would be evoked from neurons that do not
integrate over many pulses.

The multiple-looks hypothesis functionally relates informa-
tion integration to the tradeoff between pulse number and stim-
ulus intensity for behavioral threshold. As shown in this paper,
however, pulse-integrating processes also seem to be important
in the ability of organisms to discriminate between different pat-
terns of amplitude modulation. In humans, for example, the
ability to detect changes in the AM rate of stimuli does not peak
until at least five pulses (or cycles of modulation) are present27.
For threshold of detection, a ‘look’ may constitute the minimum
integration time of the auditory system. For pattern recognition,
however, the temporal complexity of ‘looks’ may depend on the
level of temporal pattern analysis that is being considered; each
‘look’ would generate an input to integrators at the next level of
processing. In birdsong, for example, a look could represent a
frequency sweep at one level, a syllable at an intermediate level,
or a series of syllables called a ‘phrase’.

RELATION TO TEMPORAL INTEGRATION IN OTHER SYSTEMS

The long-term integration process that is demonstrated in this
paper analyzes the number of consecutive ‘correct’ interpulse
intervals. By firing only after at least eight (on average) con-
secutive correct intervals have occurred, the responses of these
neurons signify with a high statistical reliability that the species-
specific call type has indeed occurred. Long-term integration
processes might also be important in other systems. Neurons
that show facilitated responses to particular temporal config-
urations of information-bearing elements17 have been record-
ed in the auditory systems of songbirds10–15, bats16,17 and
primates28–30. In songbirds, neurons that respond best to the
bird’s own song generally are selective for particular pairs of
syllables/notes that are presented with a particular temporal
order and spacing. Neurons have been recorded in bats that
respond selectively to frequency-modulated signals that are
separated by a particular interval of time and code target range
information. Such ‘combination-sensitive’ neurons represent
detectors for these temporal features of sounds. In principle,
any of these temporal feature detectors could provide inputs
to a long-term integrator. Take, for example, neurons that
respond selectively to particular temporal pairings of syllables
in birdsong and rapidly habituate to repeated presentation of
the stimulus. The correct temporal sequence of syllables in a
song phrase could activate sequentially an array of combina-
tion-sensitive neurons, which would then provide the requi-
site number of inputs within a particular time window to elicit
spiking from a subsequent long-term auditory integrator. To
the best of our knowledge, pulse-integrating neurons have only
been found in anurans. Future work is needed, therefore, to
determine whether similar processes of integrating informa-
tion and their underlying mechanisms are present in other ani-
mals, including mammals.

Methods
RECORDING PROCEDURE. Extracellular recordings were made from single
neurons in the torus semicircularis of 19 R. pipiens and 6 H. regilla using
glass micropipettes. The frog’s body temperature was 17–18o C. Animals
were prepared for recording in vivo according to methods previously pub-
lished20; criteria for establishing threshold also can be found in this arti-
cle. Many neurons that were excited by AM stimuli failed to respond to
pure tones, regardless of duration. The frequency tuning characteristics of
these neurons, therefore, could not be determined by conventional meth-
ods. Instead, the carrier frequency in the modulation was varied, holding the
rate of AM at the optimal value, until the maximal response was obtained.

STIMULUS GENERATION AND DELIVERY. Acoustic stimuli were generated using
Tucker Davis Technologies (TDT) System II hardware and custom soft-
ware on a Pentium 90 computer. Amplitude-modulated stimuli were gen-
erated by multiplying a white noise or pure tone carrier with a modulating
waveform, which contained a DC offset equal to half its peak to peak ampli-
tude. Tones and noise were created using a TDT AP2 card. The sampling
rate for these carriers and all modulating waveforms was 25 kHz.

Stimuli that consisted of pulses of natural shape were generated by
multiplying the carrier signal by a modulating envelope that was a math-
ematical representation of the natural pulse envelope. Based upon analy-
sis of field-recorded calls, a single pulse envelope was generated using
the following equations:

V = k [e-t/τ1 - e-t/τ2]
τ2 = (τ1)/2

where τ1 and τ2 defined the relative rising and falling phases of the enve-
lope and k was a constant. The pulse envelope was then repeated to pro-
duce the modulating waveform. Stimulus duration was 400 ms. Total
stimulus energy was held constant (within 0.1 dB) with changes in PRR.
Neurons were typically tested using modulation duty cycles of 1.0, 0.5,
0.25 and 0.1.

In another stimulus set, pulse duration and shape were held constant at
natural dimensions while the pulse repetition rate was varied. As rates
increased, pulses moved closer together, thereby increasing the pulse duty
cycle and decreasing total stimulus duration. Because pulse shape, dura-
tion and number did not vary with pulse repetition rate, total energy
remained constant.

While searching for auditory units, we delivered a sinusoidally ampli-
tude modulated acoustic stimulus. Stimuli were amplified and presented free
field in an audiometric room. The speaker was situated 0.5 meters from the
frog, contralateral to the recording site. For frequencies greater than 500
Hz, reflections in the booth were attenuated by at least 30 dB relative to the
stimulus. Correspondingly, stimuli were presented at levels not exceeding
30 dB above each unit’s threshold. A microphone situated above the frog
was used to measure stimulus levels via a sound level meter. Stimuli were pre-
sented once every 2.5 seconds, a rate that is sufficient for producing a con-
sistent response across stimulus repetitions. Sound level was varied using a
programmable attenuator. The modulation rate and carrier frequency were
varied to cover the range represented in the vocalizations of these species.
Upon encountering a single unit that was excited by any of these search
stimuli, threshold was determined20, and tests of the neuron’s temporal selec-
tivity were performed at approximately 10 decibels above this threshold value.

ANALYSIS. Neurophysiological data were analyzed off-line using SPIKE-2
software and the 1401 data acquisition interface from Cambridge Elec-
tronic Design, Cambridge UK. Pulse integration thresholds were deter-
mined from smoothed response histograms, where bin number equaled
the pulse number; threshold was defined as the first bin to have an aver-
age of 1.0 spikes per stimulus repetition. Histograms were smoothed
according to the function, Ri = [R(i-1) + Ri + R(i+1)]/3.
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