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Neurons in the lateral geniculate nucleus (LGN) of the thalamus produce spikes that can be classified as burst spikes and tonic spikes.
Although burst spikes are generally associated with states of sleep and drowsiness, bursts may also play an important role in sensory
processing. This study explores the stimulus properties that evoke burst and tonic spikes and examines the reliability of LGN neurons to
produce visually driven bursts. Using reverse-correlation techniques, we show that the receptive fields of burst spikes are similar to, but
significantly different from, the receptive fields of tonic spikes. Compared with tonic spikes, burst spikes (1) occur with a shorter latency
between stimulus and response, (2) have a greater dependence on stimuli with transitions from suppressive to preferred states, and (3)
prefer stimuli that provide increased drive to the receptive field center and even greater increased drive to the receptive field surround.
These differences are not attributable to the long interspike interval that precedes burst spikes, because tonic spikes with similar
preceding interspike intervals also differ from burst spikes in both the spatial and temporal domains. Finally, measures of reliability are
significantly greater for burst spikes than for tonic spikes with similar preceding interspike intervals. These results demonstrate that
thalamic bursts contribute to sensory processing and can reliably provide the cortex with information that is similar to, but distinct from,
that of tonic spikes.
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Introduction
At the heart of the retinogeniculocortical pathway are neurons in
the lateral geniculate nucleus (LGN) of the thalamus. These neu-
rons receive monosynaptic input from retinal ganglion cells and
give rise to axons that terminate in primary visual cortex. Because
LGN neurons are strongly driven by the retina and have receptive
fields much like those of their retinal afferents (Bishop et al.,
1958; Hubel and Wiesel, 1961; Cleland et al., 1971; Mastronarde,
1987; Usrey et al., 1999), the LGN is generally regarded as a struc-
ture that simply relays retinal activity without doing much in
terms of visual processing. Closer examination, however, reveals
a more complex picture of LGN function as LGN neurons dy-
namically filter and transform the temporal structure of their
retinal spike input (for review, see Usrey, 2002). In particular,
LGN neurons produce spikes that fall into two categories: burst
spikes and tonic spikes (Jahnsen and Llinás, 1984a,b; Guido et al.,
1992; Lu et al., 1992). Given the range of views surrounding a role
for burst spikes in sensory processing (Sherman, 2001; Steriade,

2001a), the question arises, what are the visual response proper-
ties of burst spikes?

Although thalamic bursts are prevalent during sleep and
drowsiness and likely play a role in disconnecting the cortex from
its sensory afferents (Steriade and Llinas, 1988; McCormick and
Feeser, 1990; Steriade et al., 1990; McCormick and Bal, 1994;
Steriade, 2001b), evidence indicates that thalamic bursts may also
serve to convey information to the cortex during sensory process-
ing. For instance, results indicate that bursts are not only capable
of faithfully encoding information about the periodicity of grat-
ing stimuli (Guido et al., 1992; Lu et al., 1992), but are also well
suited for stimulus detection (Guido et al., 1995; Guido and Sher-
man, 1998). Along these lines, linear systems reconstruction
techniques reveal that burst spikes are approximately equal to
tonic spikes in their ability to estimate a visual stimulus (Reinagel
et al., 1999). Although little is known about the spatiotemporal
receptive field properties of burst spikes, a recent study reports
that burst spikes have receptive-field centers that are smaller in
size compared with tonic spikes (Rivadulla et al., 2003).

Here, we compare the spatial and temporal properties of stim-
uli that evoke burst and tonic spikes and examine the reliability of
burst spikes for coding visual information. Our results show that
the receptive fields of burst spikes are similar to, but significantly
different from, the receptive fields of tonic spikes. In particular,
burst spikes display a shorter latency between stimulus and re-
sponse, have a greater dependence on stimuli with transitions
from suppressive to preferred states, and generally follow stimuli
with stronger center and surround stimulation. Our results also
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show that burst spikes can be highly reliable. Previous studies
examining the efficacy of thalamocortical communication report
that bursts are more effective than tonic spikes at driving cortical
responses (Swadlow and Gusev, 2001). Results from the present
study add to this work and demonstrate that these highly effective
spikes can reliably carry distinct visual information to cortex.

Materials and Methods
Surgery and preparation
Twenty adult cats were used in this study. All surgical and experimental
procedures conformed to National Institutes of Health guidelines and
were performed with the approval of the Animal Care and Use Commit-
tee at the University of California, Davis. Surgical anesthesia was induced
with ketamine (10 mg/kg, i.m.) and maintained with thiopental sodium
(20 mg/kg, i.v., supplemented as needed). Animals received a tracheot-
omy and were placed in a stereotaxic apparatus in which temperature,
electrocardiogram, EEG, and expired CO2 were monitored continuously
throughout the experiment. The level of anesthesia was maintained by a
continuous infusion of thiopental sodium (2–3 mg � kg �1 � hr �1, i.v.). If
physiological monitoring indicated a low level of anesthesia, additional
thiopental was given, and the rate of continuous infusion was increased.
The nictitating membranes were retracted with 10% phenylephrine, and
the pupils were dilated with 1% atropine sulfate. The eyes were glued to
posts attached to the stereotaxic frame to minimize eye movements. The
eyes were then refracted, fitted with appropriate contact lenses, and fo-
cused on a tangent screen located 172 cm in front of the animal. The
positions of area centralis and the optic disk were plotted by back-
projecting the retinal vasculature of each eye onto the tangent screen. A
midline scalp incision was made, and wound margins were infused with
lidocaine. A small craniotomy was made above the LGN, and the dura
was removed. Once all surgical procedures were complete, animals were
paralyzed with vecuronium bromide (0.2 mg � kg �1 � hr �1, i.v.) and
were mechanically respired.

Data acquisition and visual stimuli
Recordings were made from neurons in layers A and A1 of the LGN using
either pargylene-coated tungsten electrodes (AM Systems, Everett, WA)
or borosilicate glass-coated tungsten electrodes (home made). Neuronal
responses were amplified, filtered, and recorded to a personal computer
equipped with a Power 1401 data acquisition interface and the Spike 2
software package (Cambridge Electronic Design, Cambridge, UK). Spike
isolation was based on waveform analysis and the presence of a refractory
period, as indicated by the autocorrelogram (Usrey et al., 2000, 2003).

Visual stimuli were created with a VSG2/5 visual stimulus generator
(Cambridge Research Systems, Rochester, UK) and were presented on a
gamma-calibrated Sony (Tokyo, Japan) monitor running at 140 Hz. The
mean luminance of the monitor was 38 candelas/m 2.

White-noise stimuli. A binary white-noise stimulus was used to map
quantitatively the spatial receptive fields of LGN neurons. The white-
noise stimulus consisted of a 16 � 16 grid of black and white squares.
Each square was independently modulated in time according to an
m-sequence of length 2 15-1 (Reid and Shapley, 1992; Sutter, 1992; Reid et
al., 1997). The stimulus was updated either every frame (7.1 msec) or
fourth frame of the display (28.5 msec), and the entire sequence (�4 or
16 min) was typically repeated several times. The size of the individual
squares in the stimulus was optimized for each neuron such that individ-
ual squares were small enough to map receptive fields with a reasonable
level of detail, yet large enough to map the full spatial extent of the
receptive field.

Noise-modulated, contrast-reversing, sine-wave stimuli. To quantify the
time course of visual responses, LGN neurons were excited with a
contrast-reversing sine-wave grating stimulus (100% contrast, optimal
spatial frequency, and size) that was modulated in time by an m-sequence
of length 2 15-1. Specifically, the phase of the grating would change by
180° each time two sequential terms of the m-sequence were different.
Although the temporal information obtained from this stimulus could
have been calculated from the more traditional white-noise stimulus
(described above), the contrast-reversing sine-wave stimulus evoked a
higher percentage of burst spikes (�10 vs 2%) and therefore provided a

higher degree of temporal resolution than could be obtained with the
16 � 16 grid of squares. The increased number of bursts made available
using the reversing sine stimulus was particularly important for the tem-
poral analysis in which the spike-triggered average was examined at 1.5
msec resolution.

Contrast-reversing sine-wave stimuli: repeating stimuli. To investigate
the temporal reliability of thalamic burst spikes, we presented several
repeats (generally 100 or more) of a 5 sec clip of the m-sequence modu-
lated, contrast-reversing stimulus. Each presentation of the 5 sec clip was
followed by a 5 sec interval of mean gray before the clip was repeated.

Statistical analysis
Statistical tests. When statistical analysis was required to compare two
distributions, we first used Lilliefors modification of the Kolmogorov–
Smirnov test to determine whether the distributions in question were
significantly different from normal distributions of unspecified mean
and variance (� � 0.05). If the distributions were not statistically differ-
ent from normal, then a t test was used to compare the means of the two
populations. However, if the populations were statistically different from
normal distributions, then a Wilcoxon rank–sum test or a sign test was
used in place of a t test.

Identifying burst and tonic spikes. Bursts were identified according to
the criteria of Sherman and colleagues (Guido et al., 1992; Lu et al., 1992;
Sherman, 1993). Each burst included a single cardinal spike and one or
more subsequent burst spikes. Cardinal spikes were defined as all spikes
that were preceded by an interspike interval (ISI) �50 msec and followed
with an ISI �4 msec. After the cardinal spike, subsequent burst spikes
were defined as all consecutive spikes with preceding ISIs �4 msec. As
soon as the ISI became �4 msec, a burst was considered complete. Only
the cardinal spike in a burst was used for analysis in this study. To deter-
mine whether any differences in the visual properties of burst and tonic
spikes resulted from the long ISI that precedes bursts, a final category of
spikes, long-ISI tonic spikes, was identified and used for analysis. Long-
ISI tonic spikes were a subset of tonic spikes that met the first criterion of
a burst (ISI �50 msec) but not the second criterion (ISI �4 msec). For
each neuron, the long-ISI tonic spikes were selected so that, on average,
their preceding ISIs matched those of the burst spikes (�4 msec).

Spatial maps. Receptive field maps of burst and tonic spikes were made
from responses to the 16 � 16 white-noise stimulus (described above).
This was accomplished by first sorting all of the spikes from a given
neuron into two categories, burst spikes and tonic spikes (described
above), and then separately performing reverse-correlation analysis on
spikes from each category (Citron et al., 1981; Jones and Palmer 1987;
Reid et al., 1997; Wolfe and Palmer, 1998). Before performing the
reverse-correlation analysis, however, we randomly selected a subset of
the tonic spikes so that the number of tonic spikes and burst spikes
contributing to the generation of a receptive field map was equal. This
selection process was necessary to exclude the possibility that any differ-
ences measured between burst and tonic receptive fields were attribut-
able to differences in sample size. Receptive field maps were also made for
a subset of the tonic spikes, long-ISI tonic spikes (described above), that
met the first criterion of a burst (ISI �50 msec) but not the second
criterion (ISI �4 msec).

Reverse-correlation analysis provides a quantitative description of the
receptive fields of a neuron in both space and time. For purposes of
analysis, a sliding two-frame average (in time) of the spatial receptive
fields was calculated, and the latencies to maximal center and maximal
surround responses were determined. Because the receptive field sur-
round is slightly delayed in time relative to the center, these values were
sometimes offset by one time bin (the time required to update the white-
noise stimulus). The two-frame averages containing the maximal center
and maximal surround response were then fit to two-dimensional,
difference-of-Gaussians (DOG) functions, as follows: DOG � Gc � Gs,
where Gc is the center Gaussian, and Gs is the surround Gaussian. For this
analysis, each of the individual Gaussian functions is described by the
following equation: Gij � K � exp[�(xi � x0) 2/2 � � 2] � exp[�( yi �
y0) 2/2 � � 2], where K is the amplitude, x0 and y0 are the coordinates of
the center of the receptive field, and � is the SD of the Gaussian distribu-
tion. A constrained nonlinear optimization procedure (MATLAB func-
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tion: fmincon; MathWorks, Natick, MA) was
used to minimize the squared error [i.e., �
(Data � Fit) 2] when fitting spatial maps and all
subsequent data sets.

Spike threshold model. To predict possible ef-
fects of altering spike threshold on reverse cor-
relation maps, we made a linear model of an
LGN neuron with spatial parameters taken
from the DOG equation (described above) and
temporal parameters taken from the following
equation: K(t) � �2 � t � e��t � �2 � t � e�t,
where 1/� � 8 msec for the receptive field cen-
ter and 16 msec for the surround and 1/� � 32
msec. These equations and parameter values
have been used previously to model LGN spa-
tiotemporal receptive fields (Chance et al.,
1998). We convolved the model LGN neuron
with the m-sequence stimulus and simulated
the firing rate under two conditions. In the first
condition, spike threshold was set so that the
model neuron had a firing rate within the range
of observed rates. In the second condition,
spike threshold was increased to a level in which
firing rate decreased by �50%. Reverse-
correlation analysis was performed to calculate
receptive field maps under both conditions. Re-
ceptive field maps were then fit to a DOG equa-
tion to compare and quantify any effects of al-
tering spike threshold on the spatial properties
of modeled neurons.

Spike-triggered averages. To compare tempo-
ral features of visual responses, spike-triggered
averages were calculated from responses to a
noise-modulated, contrast-reversing, grating stimulus (described
above). The procedure was similar to that used to calculate the spatio-
temporal receptive field maps. First, burst spikes, tonic spikes, and long-
ISI tonic spikes were sorted according to the criteria described above.
Second, tonic spikes and long-ISI tonic spikes were randomly sampled so
that the number of events was equal to the burst spike data set. Finally,
reverse correlation was performed separately on each spike category.
Spike-triggered averages were interpolated with a cubic spline (MATLAB
function: spline; MathWorks), and temporal features of the spike-
triggered average were quantified (see Fig. 3A).

Temporal reliability. To quantify the reliability of LGN bursts, we cal-
culated a reliability index from neuronal responses to a repeating,
contrast-reversing stimulus (described above). Given the occurrence of a
burst in one repeat of the stimulus, the reliability index represents the
probability that a burst occurred at the same time in all other repeats of
the stimulus. An index value of 1.0 would indicate that bursts always
occurred at the same relative time during different repeats of the stimu-
lus; an index value of 0.0 would indicate that bursts never occurred at the
same relative time during different repeats of the stimulus. For this anal-
ysis, the time window for burst occurrence ranged from �1 to � 20 msec.

Results
Spatial information conveyed by burst spikes
We recorded neuronal responses from 32 neurons in layers A and
A1 of the cat LGN during the presentation of a white-noise stim-
ulus (16 � 16 pixels) and used reverse-correlation analysis to
determine the average stimulus that preceded spikes at different
time intervals between stimulus and response (see Materials and
Methods). To compare the spatial information conveyed by burst
and tonic spikes, we calculated receptive field maps for each neu-
ron using three different subsets of spikes taken from the original
spike train of the neuron (Fig. 1) (see Materials and Methods).
The first subset of spikes, burst spikes, included only the cardinal
spikes of burst responses. The criteria used to identify cardinal

burst spikes were (1) a preceding ISI �50 msec and (2) a subse-
quent ISI �4 msec (Guido et al., 1992; Lu et al., 1992). The
second subset of spikes, tonic spikes, was a randomly selected
group of tonic spikes that, for purposes of analysis (described
below), was equal in number to burst spikes. Finally, the third
subset of spikes included only those tonic spikes that met the first
criterion of a burst (preceding ISI �50 msec) but not the second.
This last subset of spikes, referred to as long-ISI tonic spikes, was
also matched in number to the number of burst spikes produced
by the neuron. A quick inspection of the different receptive field
maps shown in Figure 1 reveals that burst and tonic receptive
fields are similar to each other in terms of spatial location and
center/surround signature (on vs off). Across our sample of 32
neurons, two-dimensional DOG fits revealed an average dis-
placement of 0.07 � 0.01° between the center point of burst and
tonic receptive fields. In no case did we see a reversal in center or
surround sign (i.e., on vs off).

Although the general features of burst and tonic receptive
fields are similar, closer examination shows that the receptive
field surround is relatively stronger than the center for burst
spikes compared with tonic spikes. To quantify this relationship,
we fit the spatial receptive fields of burst and tonic spikes (at
latencies between stimulus and response that correspond to max-
imal center and surround response; see Materials and Methods)
to two-dimensional DOG equations and compared the area un-
der each Gaussian. As shown in Figure 2A, the average surround
to center ratio for burst spikes is greater than the same measure
for tonic spikes (0.27 � 0.02 vs 0.23 � 0.01, respectively; p �
0.05). To determine whether the larger surround/center ratio for
burst spikes is caused by an increase in surround strength, de-
crease in center strength, or a combination of both, we compared
differences in surround strength of burst and tonic spikes to dif-
ferences in center strength of burst and tonic spikes. For this

Figure 1. Receptive field maps and DOG fits calculated from the burst spikes, tonic spikes, and long-ISI tonic spikes of a
representative LGN neuron. A, B, Receptive fields and corresponding DOG fits at the latency between stimulus and response that
evoked a maximal center response (tonic spikes, 21.4 –28.5 msec; burst spikes, 14.3–21.4 msec; long-ISI tonic spikes, 21.4 –28.5
msec). C, D, Receptive fields and corresponding DOG fits 7.1 msec after the maximal center response. Receptive fields were
calculated from responses to a white-noise stimulus using reverse-correlation analysis. On responses are shown in red, and off
responses are shown in blue.
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analysis, it was essential that comparisons be made between
spike-count matched data sets (see Materials and Methods). The
results show that although the strength of both surround and
center regions of burst spike receptive fields are greater, on aver-
age, than corresponding tonic spike values (Fig. 2B) (surround
	(burst vs tonic) � 0.129 � 0.034, p � 0.0001; center 	(burst vs tonic) �
0.055 � 0.020, p � 0.01), there was a near-significant trend indi-
cating that the increase in surround strength was greater than the
increase in center strength ( p � 0.065).

To determine whether the increased strength of the receptive
field surround and center (i.e., area under each Gaussian) of burst
spikes is attributable to an increase in the spatial extent of the
receptive field subunit and/or an increase in the amplitude of the
subunit, we compared space constants (�) and amplitudes of
the best-fitting DOG equations (see Materials and Methods). Across
our sample of LGN neurons, results show that the increased
surround strength of burst receptive fields is caused by an increase
in the amplitude of the surround subunit (	 surround ampli-
tude (burst vs tonic) � 0.155 � 0.044; p � 0.01) and not an increase in
the spatial extent of the surround (	 surround � (burst vs tonic) �
�0.025 � 0.037; p � 0.49). Similarly, the increased center strength
of burst receptive fields is caused by an increase in the amplitude of
the center subunit (	 center amplitude (burst vs tonic) � 0.053 � 0.016;
p � 0.01) and not an increase in the spatial extent of the center (	
center � (burst vs tonic) � 0.013 � 0.014; p � 0.36).

Because one of our criteria for the identification of a thalamic

burst is a long ISI (�50 msec) preceding
the cardinal spike of a burst (Guido et al.,
1992; Lu et al., 1992), it is possible that the
differences in surround and center
strength are a result of this ISI and not the
result of any property specific to burst
spikes. To investigate this possibility, we
compared the receptive fields of burst
spikes to the receptive fields of long-ISI
tonic spikes (described above). Across our
sample of LGN neurons (Fig. 2C), there is
a significant increase in the surround to
center ratio of burst receptive fields com-
pared with long-ISI tonic receptive fields
(0.28 � 0.02 vs 0.23 � 0.01, respectively;
p � 0.05). This comparison indicates that
differences in the spatial properties of
burst and tonic receptive fields are not
solely a consequence of the long ISI that
precedes bursts.

Although the mechanism that under-
lies the increased surround to center ratio
of the average stimulus to evoke burst
spikes is unclear, one likely possibility is a
change in spike threshold. To test this pos-
sibility, we performed a simple convolu-
tion of a model LGN receptive field (see
Materials and Methods) with the
m-sequence stimulus. This convolution
was performed twice, once with a relatively
low spike threshold and once with a higher
threshold. As shown in Figure 2D, the sur-
round to center ratio for this model neu-
ron was greater for the high-threshold
condition relative to the low-threshold
condition. This finding is consistent
with our result that visually driven burst

spikes require more excitation, on average, than visually
driven tonic spikes.

Temporal information conveyed by burst spikes
To compare temporal information conveyed by burst and tonic
spikes, we recorded neuronal responses from 35 LGN neurons
during the presentation of an m-sequence-modulated, contrast-
reversing, sine-wave grating and calculated spike-triggered aver-
ages using reverse-correlation techniques (see Materials and
Methods). The spike-triggered average shows the time course of
the average stimulus to precede a neuronal response and gener-
ally follows a sequence beginning with a nonpreferred/suppres-
sive stimulus followed by a preferred/excitatory stimulus (Fig.
3A). For each neuron in our sample, separate spike-triggered
averages were made for tonic spikes, burst spikes, and long-ISI
tonic spikes. As indicated in the representative examples shown
in Figure 3, B and C, spike-triggered averages from these catego-
ries of spikes differed from each other in several respects.

The excitatory phase of the spike-triggered average for burst
spikes was significantly different from that of tonic spikes, both in
terms of time course and strength. On average, the latency be-
tween excitatory phase maximum and neuronal response was
significantly shorter for burst spikes than for tonic spikes (Fig.
4A1) (burst spikes � 29.6 � 1.0 msec; tonic spikes � 33.8 � 1.1
msec; p � 0.01). The magnitude (integral) of the excitatory phase
was also less for burst spikes compared with tonic spikes (Fig.

Figure 2. Spatial properties of the average stimulus to evoke burst spikes are significantly different from those that evoke tonic
and long-ISI tonic spikes. A, The surround/center ratio of the average stimulus to evoke burst spikes is significantly greater than
that for tonic spikes. B, Both the surround and center subunits are stronger for burst spikes than for tonic spikes; however, the
increase in surround strength is greater than the increase in center strength. Error bars represent SEM. C, The surround/center ratio
of the average stimulus to evoke burst spikes is significantly greater than that for long-ISI tonic spikes. D, Spatial maps of a model
LGN receptive field convolved with the white-noise stimulus under low spike-threshold and high spike-threshold conditions (see
Materials and Methods). The surround/center ratio is greater for the high threshold condition (0.25) compared with the low
threshold condition (0.06).
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4B1) (burst spikes � 0.024 � 0.001; tonic spikes � 0.030 � 0.001;
p � 0.00001). This difference is not attributable to a decrease in
the excitatory phase maximum (Fig. 4C1) (burst spikes � 0.95 �
0.02; tonic spikes � 0.95 � 0.02; p � 0.8) but rather a decrease in
the duration of the excitatory phase (Fig. 4D1) (burst spikes �
32.7 � 0.5 msec; tonic spikes � 52.3 � 1.1 msec; p � 0.00001).

The suppressive phase of the spike-triggered average was also
significantly different for burst spikes compared with tonic
spikes. Similar to excitatory phase comparisons, the latency be-
tween suppressive phase maximum and neuronal response was
significantly shorter for burst spikes compared with tonic spikes
(Fig. 5A1) (burst spikes � 41.7 � 1.1 msec; tonic spikes � 59.0 �
1.6 msec; p � 0.00001). Unlike excitatory phase comparisons,
however, the suppressive phase magnitude was greater for burst
spikes compared with tonic spikes (Fig. 5B1) (burst spikes �
0.056 � 0.003; tonic spikes � 0.016 � 0.001 spikes; p � 0.00001).
This increase is attributable to an increase in both the suppressive
phase maximum (Fig. 5C1) (burst spikes � 0.97 � 0.02; tonic
spikes � 0.41 � 0.03; p � 0.00001) and the suppressive phase
duration (Fig. 5D1) (burst spikes � 81.9 � 2.4 msec; tonic
spikes � 70.5 � 2.4 msec; p � 0.01). These results are consistent
with the view that bursts are triggered from a more hyperpolar-
ized state than tonic spikes (see Discussion).

To address the possibility that any differences between the
spike-triggered average of burst and tonic spikes are simply at-
tributable to the long ISI (�50 msec) that precedes the cardinal
spike in a burst, we calculated spike-triggered averages for long-
ISI tonic spikes and compared results to those of burst spikes
(Figs. 4A2–D2, 5A2–D2). With one exception, the magnitude of
the excitatory phase, all of the differences in measures observed
for burst versus tonic spikes were also present and statistically
significant for burst versus long-ISI tonic spikes. This indicates
that differences between burst and tonic responses are not solely
a consequence of the long ISI that precedes bursts.

Reliability of visually evoked bursts
To examine the reliability of visually evoked bursts, we recorded
responses from 26 LGN neurons during the presentation of a
repeating, 5 sec clip of the contrast-reversing, sine-wave stimulus
(see Materials and Methods). Responses, burst and tonic, of a
typical LGN neuron are shown in Figure 6A. Burst probability, as
a function of time, is shown in Figure 6B. A qualitative assess-
ment of the response of this neuron to the repeating stimulus
indicates that visually driven bursts can be both highly reliable
and temporally precise.

To quantify the reliability and temporal precision of bursts,
we calculated a reliability index using window sizes ranging from
�1 to 20 msec (see Materials and Methods). On average, when a
burst occurs at a given time during one repeat of the stimulus,
there is approximately a 50% chance that a burst will occur at the
same time (�4 msec) on subsequent repeats of the stimulus (Fig.
6C, black curve). To determine whether the measured reliability
of burst spikes is a property associated with the long ISI (�50
msec) preceding each burst, we compared reliability index values
for burst spikes and long-ISI tonic spikes. As shown in Figure 6C,
burst spikes are more reliable than long-ISI tonic spikes over a
range of temporal windows (up to 20 msec). Finally, we quanti-
fied the temporal precision of bursts by calculating the SD of the
distribution of burst times (i.e., the peaks in Fig. 6B) for each of
the neurons in our sample. Across multiple repeats of the same
visual stimulus, results show that most bursts occur within a
temporal window of �2– 4 msec (Fig. 6D).

Although burst spikes are significantly more reliable than

long-ISI tonic spikes, it is important to note that burst reliability
varied considerably across our sample of neurons. Specifically,
burst reliability ranged from 0.01 to 0.9 (Fig. 7A) (mean � 0.45 �
0.06, using a 5 msec window). To determine whether burst reli-

Figure 3. Spike-triggered averages. A, Features of the spike-triggered average were used to
quantify temporal properties of the average stimulus to evoke burst, tonic, and long-ISI tonic
spikes. B, Spike-triggered averages for burst spikes and tonic spikes from three representative
LGN neurons. C, Spike-triggered averages for burst spikes and long-ISI tonic spikes from the
same three representative neurons. Only bursts with ISIs that match those of long-ISI tonic
spikes were included in this analysis.
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Figure 4. The excitatory phase of the spike-triggered average differs significantly for burst
spikes compared with tonic spikes and long-ISI tonic spikes. A1, A2, The latency from excitatory
phase maximum to neuronal response was significantly less for burst spikes compared with
tonic spikes (A1) but not less for burst spikes compared with long-ISI tonic spikes (A2). B1, B2, The
magnitude of the excitatory phase was significantly less for burst spikes compared with tonic spikes
(B1) but not less for burst spikes compared with long-ISI tonic spikes (B2). The difference in excitatory
phase magnitude did not reflect differences in the excitatory phase maximum of burst spikes com-
pared with tonic spikes (C1) or long-ISI tonic spikes (C2) but did reflect differences in the duration of
burst spikes compared with tonic spikes (D1) and long-ISI tonic spikes (D2).

Figure 5. The suppressive phase of the spike-triggered average differs significantly for burst
spikes compared with tonic spikes and long-ISI tonic spikes. A1, A2, The latency from suppressive
phase maximum to neuronal response was significantly less for burst spikes compared with
tonic spikes (A1) and long-ISI tonic spikes (A2). B1, B2, The magnitude of the suppressive phase
was significantly greater for burst spikes compared with tonic spikes (B1) and long-ISI tonic
spikes (B2). The difference in suppressive phase magnitude of burst spikes reflects increases in
the suppressive phase maximum of burst spikes compared with tonic spikes (C1) and long-ISI
tonic spikes (C2) and increases in the duration of burst spikes compared with tonic spikes (D1)
and long-ISI tonic spikes (D2).
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ability was related to burst frequency, we
divided the LGN neurons in our sample
into two groups (Fig. 7A), cells with low
burst reliability (�0.4; n � 12) and cells
with high burst reliability (�0.4; n � 14),
and compared burst frequency. On aver-
age, cells with high burst reliability have a
higher burst frequency than cells with low
burst reliability (Fig. 7B) (4.40 � 0.55 vs
0.73 � 0.22 bursts/sec, respectively). Al-
though the two categories of cells are sig-
nificantly different from each other, it is
worth noting that both categories include
cells with low burst frequency.

Discussion
This study addresses two fundamental
questions about visually driven bursts in
the LGN: (1) are bursts driven by distinct
spatiotemporal patterns of visual stimula-
tion, and (2) are visually driven bursts re-
liable? Using reverse-correlation analysis,
our results show that the average stimulus
to precede burst spikes is similar to, but
significantly different from, the average
stimulus to precede tonic spikes. Com-
pared with tonic spikes, burst spikes occur
with a shorter latency between stimulus
and response and generally follow stimuli
that provide increased drive to the recep-
tive field center and even greater increased
drive to the receptive field surround.
Bursts also display a greater dependence
on the transition from a suppressive stim-
ulus to the preferred stimulus. Finally, re-
sults show that visually driven bursts can
be highly reliable and temporally precise.
In the sections below, we consider the pos-
sible mechanisms that underlie visually
driven bursts and discuss the implications
of our results for visual processing.

Visual stimuli and LGN bursts
Several studies have examined and characterized the cellular
mechanisms that underlie burst and tonic spikes in the thalamus.
Most of these studies focus on the T-type Ca 2
 channel and the
low-threshold current these channels provide (Jahnsen and
Llinás, 1984a,b; Zhou et al., 1997; Destexhe et al., 1998). Interest-
ingly, the ability of these channels to generate low-threshold
spikes depends critically on the membrane potential history of
the neuron. When neurons are relatively depolarized, this chan-
nel is inactivated and depolarizing currents lead to tonic Na


spikes. Under more hyperpolarized conditions, the channel be-
comes deinactivated, and depolarizing currents evoke a low-
threshold Ca 2
 current that triggers a burst of Na
 spikes. Be-
cause T-type Ca 2
 channels need to be hyperpolarized for �50
msec to become deinactivated, this criterion has been applied
with success to identifying low-threshold bursts with extracellu-
lar electrodes in vivo (Lo et al., 1991; Lu et al., 1992). Although we
cannot be certain that T-type Ca 2
 channels are involved in the
production of bursts measured in the current study, several prop-
erties of the visual stimulus that evoke bursts are consistent with

their involvement. In particular, the increased dependence of
bursts for a suppressive stimulus before the excitatory stimulus is
consistent with the notion that suppressive stimuli can hyperpo-
larize LGN neurons (Singer et al., 1972; Martinez et al., 2003) and
thereby contribute to deinactivating T-type Ca 2
 channels.
Along these lines, consistent with previous reports, we found that
the suppressive phase of the spike-triggered average was signifi-
cantly greater in both magnitude and duration for burst spikes
compared with tonic spikes (Reinagel et al., 1999; Kepecs and
Lisman, 2003).

In vitro studies report that deinactivation of T-type Ca 2


channels can make an otherwise subthreshold current injection
capable of evoking a burst (Lo et al., 1991; Sherman 1993). Based
on this finding, one would expect bursts to require less excitatory
drive from a visual stimulus than tonic spikes and certainly not
more excitatory drive, as we report. Although we cannot be
certain why burst spikes display an increased dependence on
excitatory drive, it is tempting to speculate that the increased
dependence reflects a dynamic relationship between low-

Figure 6. Burst spikes are reliable and temporally precise across multiple repeats of the same visual stimulus. A, Responses of
a representative LGN neuron (reliability index � 0.77) presented with multiple repeats of the same 5 sec clip of the m-sequence
modulated, contrast-reversing, sine-wave stimulus. Each line in the raster represents a different presentation of the visual
stimulus. Cardinal spikes of a burst are indicated in red, and tonic spikes are indicated in blue. B, Burst probability as a function of
time for the 5 sec period shown in A. Burst probability was calculated using the cardinal spike of each burst and a sliding 10 msec
window. C, Reliability (see Materials and Methods) is greater for burst spikes (black curve) compared with long-ISI tonic spikes
(gray curve) over a range of temporal windows (1–20 msec). Error bars represent SEM. D, Cardinal spikes of bursts are temporally
precise, as indicated from measures of the SD of burst peaks in burst probability plots (i.e., the peaks shown in B). Only peaks with
�25% reliability were used for this analysis. As a result, 21 of 26 cells are shown. The dashed line indicates the population mean.
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threshold currents in the LGN and retinal drive during visual
stimulation. Presumably, suppressive stimuli that hyperpolar-
ize LGN neurons also hyperpolarize the retinal ganglion cells
that provide their input. If retinal ganglion cells do not hyper-
polarize to the same extent as LGN neurons, then it may be
possible for the visual stimulus to deinactivate T-type Ca 2


channels in the LGN but not T-type Ca 2
 channels in the
retina. As a result, retinal ganglion cells would not have access
to the low-threshold current and would require a stronger
visual stimulus to reach threshold. In other words, a visual
stimulus that decreases threshold in the LGN would also de-
crease drive from the retina. A stronger visual stimulus would
then be needed to drive the retina to a level sufficient for the
LGN to reach threshold. Although this line of reasoning is
purely speculative, partial support for it comes from the find-
ings that (1) retinal ganglion cells produce very few bursts, and
(2) the average stimulus to evoke a response from a retinal
ganglion cell has an increased surround to center ratio for
spikes with interspike intervals �50 msec compared with
spikes with interspike intervals �10 msec (Rathbun et al.,
2003).

In principle, extra excitation could be supplied by simply scal-
ing the average stimulus that precedes tonic spikes. If this were
the case, then stimuli that evoke burst and tonic spikes would
have similar surround to center ratios. Instead, we show that the
surround to center ratio is greater for stimuli that evoke burst
spikes. This differential increase in surround to center stimula-
tion can be explained simply as reflecting differences in the exci-
tatory drive needed to reach threshold for burst and tonic spikes.
By convolving a model LGN receptive field with the m-sequence
stimulus, we found that the surround to center ratio is indeed
increased by simply increasing the threshold for spike generation.
Given that the average stimulus to precede burst spikes has a
greater surround to center ratio than that which precedes tonic
spikes, the result is consistent with the proposal that more exci-
tatory drive is needed to evoke burst spikes compared with tonic
spikes.

Additional evidence supporting the idea that burst spikes re-
quire greater excitatory drive from a visual stimulus than tonic
spikes comes from an examination of the temporal features of
burst and tonic responses to visual stimuli. Using noise-
modulated contrast-reversing stimuli, we found a significant de-
crease in the response latency and response duration of burst
spikes compared with tonic spikes. In the retina, LGN, and visual
cortex, there is a well documented inverse relationship between

stimulus strength and response latency (Shapley and Victor,
1978, 1981; Dean and Tolhurst, 1986; Sclar, 1987; Saul and Hum-
phrey, 1990; Benardete et al., 1992; Reid et al., 1992; Carandini
and Heeger, 1994; Albrecht, 1995; Kremers et al., 1997). Al-
though indirect, the finding that burst spikes have a decreased
latency compared with tonic spikes is consistent with the idea
that, on average, burst spikes follow a stronger visual stimulus
than tonic spikes.

A recent study using sparse-noise stimuli to compare burst
and tonic receptive fields reports a decrease in the receptive field
center of burst spikes compared with tonic spikes (Rivadulla et
al., 2003). In contrast, we did not detect any differences in the
spatial extent of stimuli that evoke burst and tonic spikes. This
discrepancy may reflect differences in the stimuli used in the two
studies. In the current study, we used a white-noise stimulus that
captures both the center and surround structure of the LGN re-
ceptive field. The previous study used a sparse-noise stimulus
that is generally less effective at capturing receptive field sur-
rounds. Given that a major difference between burst and tonic
receptive fields measured in the current study is in the strength of
the surround, certain discrepancies in the results of the two stud-
ies are unavoidable. Nevertheless, we believe both sets of results
are compatible with the hypothesis that a more effective stimulus
is required to evoke burst spikes compared with tonic spikes.

Reliability of LGN bursts
Visual stimuli that include an abrupt transition from a suppres-
sive to optimal state are particularly effective at driving LGN
bursts. This finding suggests that visually driven bursts may play
an important role in conveying information about the occur-
rence of these events to the cortex. The ability of a burst to be
informative, however, depends not only on the filtering proper-
ties of a burst, but also on the probability (or reliability) that
specific sequences of stimuli will evoke a burst. Using a repeating
segment of a noise-modulated contrast-reversing grating, we
found that LGN neurons reliably generate bursts with high tem-
poral precision. This result is in agreement with previous findings
that bursts can be temporally precise and capable of representing
a relatively large amount of information (Guido et al., 1995;
Guido and Sherman, 1998; Reinagel et al., 1999; Denning et al.,
2003).

In general, we found a positive relationship between burst
frequency and burst reliability. This is an important point to
consider when relating results from anesthetized and alert ani-
mals. Because alert animals produce far fewer bursts than anes-
thetized animals (Guido and Weyand, 1995; Ramcharan et al.,
2000; Swadlow and Gusev, 2001; Weyand et al., 2001; Royal et al.,
2003), it seems reasonable to suggest that bursts would be less
reliable in alert animals. Although this is a definite possibility, it is
worth noting that a subset of the neurons in our sample that
produced relatively few bursts still produced these bursts in a
highly reliable manner. This finding raises the possibility that
visually driven bursts may be highly reliable among a subset of
LGN neurons in alert animals.

Bursts and thalamocortical processing
Our results show that LGN bursts can be driven by specific pat-
terns of visual stimulation and that bursts can be highly reliable.
Provided there exists a cortical readout for bursts, bursts appear
well suited for conveying sensory information to cortex. Most
studies agree that thalamocortical synapses experience synaptic
depression (Stratford et al., 1996; Gil et al., 1999; Chung et al.,
2002). If so, then the long ISI preceding the cardinal spike of a

Figure 7. Relationship between burst reliability and burst rate. A, Histogram showing the
distribution of burst reliability values for 26 neurons. Neurons with reliability values above and
below 0.4 are arbitrarily divided into high and low burst categories, respectively. B, Burst reli-
ability is correlated with burst rate; however, a small population of LGN neurons with low burst
rate have high burst reliability.
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burst should allow for recovery from depression and thereby in-
crease thalamocortical burst efficacy. Even if thalamocortical
synapses experience modest depression (Boudreau and Ferster,
2003), the rapid train of spikes within a burst should experience
temporal summation (Usrey et al., 2000) and thereby lead to a
similar increase in burst efficacy. Although a direct measure of
the effectiveness of LGN bursts for driving responses in visual
cortex has yet to be performed, an equivalent study has been
performed in the somatosensory pathway of the rabbit (Swadlow
and Gusev, 2001). Results from that study clearly demonstrate
that burst spikes are more effective than tonic spikes at driving
cortical responses. If LGN bursts are similarly more effective at
driving cortical responses, then visually driven bursts would seem
to have all of the necessary ingredients to represent a distinct
mode for processing and conveying visual information to the
cortex.
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