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visual selectivity of a neuron in the face of
variations in stimulus contrast (10). Adapta-
tion by contrast gain control is thought to
originate in signals from a pool of neurons
tuned to a wide range of orientations and
spatial frequencies (11) and is therefore dis-
tinguished from stimulus-selective adapta-
tion, in which losses of sensitivity are great-
est for stimuli like the adapting one (12). In
this context, rapid adaptation as in Fig. 1 is of
special interest, for if the loss of sensitivity is
stimulus-specific we can place constraints on
the properties of the underlying mechanisms.

Rapid, stimulus-specific adaptation would
have other important implications. During the
course of a fixation lasting perhaps a few
hundred milliseconds, the image often re-
mains nearly constant. A persisting response
to an unchanging stimulus is metabolically
expensive and conveys little information. Re-
ducing the response to the persisting stimulus
without diminishing a neuron’s capacity to
respond to a new one would be beneficial. It
would save energy and could also improve
the capacity to signal small differences be-
tween stimuli. This in turn might support
improved perceptual discriminations (13).

We therefore examined the stimulus se-
lectivity of the rapid adaptation in Fig. 1. We
found that adaptation in complex cells was
pattern-selective and made subsequently pre-
sented patterns more discriminable.

Figure 2, A and B, show how interleaved
brief presentations of adapting gratings in

different orientations brought about orienta-
tion-selective losses of sensitivity that were
greatest near the orientation of the adapting
grating (14). Adaptation to orientations other
than the one initially preferred brought about
a shift in orientation tuning, away from the
adapting orientation. This shift was signifi-
cant for the 28 complex cells on which com-
plete measurements were made (Wilcoxon
signed-ranks test, P ! 0.005) (15). The tun-
ing tended to become steeper and less vari-
able in the neighborhood of the adapting
orientation, potentially improving the neu-
ron’s capacity to discriminate orientation. We
explored this by measuring how reliably neu-
rons could distinguish two gratings that dif-
fered in orientation before and after a brief
period of adaptation. We express discrim-
inability as the percentage of trials on which
the gratings could be correctly identified
(16).

Figure 2C shows, for each of these 28
complex cells, how adaptation altered the
discriminability of the two gratings. For 20
of 28 cells (those below the solid diagonal),
adaptation improved the discriminability of
gratings. Improvements arose from two
sources: (i) the response to the grating at
the adapting orientation fell substantially
whereas the response to the other grating
fell less or not at all; and (ii) the variability
of responses was reduced. Simple cells be-
haved differently: Adaptation reduced re-
sponsivity in all 10 neurons that we studied

exhaustively, but orientation selectivity did
not depend on the orientation of the adapt-
ing stimulus.

Because the improvements in discrim-
inability are confined to the neighborhood (in
stimulus space) of the adapting stimulus, they
will be valuable if successive fixations place
similarly structured stimuli on a neuron’s recep-
tive field (17). Adaptation brings other poten-
tial benefits: By depressing the responsivity of a
neuron locally in stimulus space, adaptation
reduces the correlation among the responses of
the population of neurons that will respond to a
particular stimulus. This will increase the infor-
mation transmitted by each spike (18). Consider
how the responsiveness of a population of neu-
rons tuned to similar orientations changes with
adaptation. Figure 3A shows orientation tuning
for two complex cells before and after adapta-
tion to a grating with nominal orientation 0°.
Adaptation sharply reduced both neurons’ re-
sponses to gratings near the adapting orienta-

Fig. 2. (A and B) Orientation
tuning of two V1 complex
cells,measuredwith station-
ary gratings, before (solid
line) and after adaptation to
each of two stationary grat-
ings, at "14° (!) or #14°
(F) relative to the neuron’s
(initial) preferred orienta-
tion; adapting orientations
are indicated by arrows. Oc-
casional vertical bars show
#1 SEM. As adaptation re-
duced response, it also re-
duced standard error of
response, in (A) by 30 to
50%, in (B) by up to 30%.
(C) Change in the discrim-

inability of two gratings differing in orientation by 14°, after
adaptation to one of them.Usually the adapting grating lay 14°
from, and the other grating at, the preferred orientation; both
gratings were always at orientations to which the neuron
responded well. Each of the 28 complex cells on which com-
plete measurements were made is represented by a point.
When adaptation improves discriminability, points fall below
the diagonal (20 of 28 cells). Adaptation improved perfor-
mance significantly (Wilcoxon signed-ranks test, P! 0.01), on
average from 64 to 73% correct. Adaptation in 10 simple cells
reduced responsivity without improving discrimination (im-
proved in 4 of 10 cells). Measurementsweremade as described
for (A) and (B); the interval between offset of the adapting
pattern and the onset of the probe varied between 13 and 215

ms. For four cells thatwere unusually narrowly or broadly tuned, the orientations of the adapting stimuli were
separated less, or more, than the standard 14°. (!) The neuron in (A); (}) the neuron in (B).

Fig. 3. Adaptation reduces the correlation among
responses of a population of neurons that all
respond to the adapting pattern, but have differ-
ent preferred orientations. (A) Tuning curves for
two complex cells before (solid line) and after (!,
F) adaptation at orientation 0° (arrow). (B) The
reduction brought about by adaptation in the
redundancy among responses of a group of 28
complex cells to probe gratings at different ori-
entations around the adapting orientation. Re-
dundancy is most reduced when the orientation
of the probe is near the adapting orientation.
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Results

Defining the Information Associated with Particular Stimuli
To illustrate the effect of noise on the encoding of stimuli,

consider the canonical example of a sensory neuron charac-
terized by a bell-shaped tuning curve function f(h), represent-
ing the average firing rate of the neuron as a function of a
stimulus parameter h (Figure 1A, thick line). Across multiple
presentations of the same stimulus, the neuron will have a
distribution of responses sampled from p(rjh): the probability
of r given stimulus h. The width of this distribution represents
the neuronal variability (Figure 1A, error bars and lines).
Neuronal variability can be due to factors such as intrinsic
noise, integration time of the neural response, and aspects of
the stimulus not represented by the parameter h (see Materials
and Methods and Protocol S1).

How can variability affect how well a stimulus is encoded by
a neuron? Intuitively, a stimulus is well encoded if it evokes
unambiguous responses [6]. An unambiguous response is one
that could only be evoked by a small number of stimuli so that
the stimulus is readily identified when this response appears.
For example, a modest firing rate might unambiguously
represent a particular stimulus when there is no background

activity, but will become more ambiguous as background
activity increases.
This intuition can be formalized by the specific informa-

tion of a response [7]:

ispðrÞ ¼ H½H% &H½Hjr% ð1Þ

defined as the difference between the entropy of the stimulus
ensemble H½H% ¼ &

P
h pðhÞ log2pðhÞ and that of the stimulus

distribution conditional on a particular measurement
H½Hjr% ¼ &

P
h pðhjrÞ log2pðhjrÞ. Since the entropy of a stim-

ulus distribution is a measure of how uncertain the stimulus
is, the specific information isp(r) gives the reduction in
uncertainty about the stimulus gained by a particular
response r, and thus is high for unambiguous responses and
low for ambiguous responses.
Well encoded stimuli can thus be identified by their

association with unambiguous responses as defined by isp(r).
We therefore use the stimulus-specific information (SSI) [6] as
our measure of stimulus encoding:

iSSI ðhÞ ¼
X

r
pðrjhÞ ispðrÞ: ð2Þ

The SSI is the average specific information of the responses
that occur when a particular stimulus h is present.
The results described below using the SSI are calculated

numerically for a given tuning curve and model of variability
(see Materials and Methods). Although we focus on the SSI
metric because of its straightforward interpretation in terms
of the relationship between stimulus and response in
encoding, the results described below are also obtained with
other information-based metrics, as demonstrated in Proto-
col S2.

Transition in the Best-Encoded Stimulus from High-Slope
to High-Firing Rates for a Single Neuron
We first compute the SSI for a neuron with a typical bell-

shaped tuning curve, as shown in the example of Figure 1A. In
the case of low noise (Figure 1B), where the firing rate
variability is a small fraction of the mean firing rate, we find
that the maximum SSI does not occur at the peak of the
tuning curve h0¼ 0. Rather, the best-encoded stimuli occur at
6378 (Figure 1B, dashed lines), close to the maximum slope of
the tuning curve.
This result suggests that the regions of high slope are the

most significant to the neuron. However, two points are of
note: (1) the highest SSI is close to, but not directly at, the
point of maximum slope, and (2) there is a smaller peak in the
SSI at the tuning curve peak h0 where the slope of the tuning
curve is zero.
To gain a better understanding of this result, the specific

information associated with the underlying neural responses
(isp(r), Equation 1) is shown in Figure 1C. The specific
information is largest for responses triggered by relatively
few stimuli. Since the number of stimuli associated with a
given response scales with the reciprocal of the tuning curve
slope, responses in high-slope regions of the tuning curve will
typically have higher specific information, resulting in the
broad peak in specific information for intermediate firing
rates (Figure 1C).
However, consideration of the slope alone does not

determine the specific information. In fact, the specific
information is largest for firing rates greater than one (where

Figure 1. Illustration of Slope-to-Peak Transition in the SSI with
Increasing Level of Neuronal Variability

(A) Typical tuning curve of a neuron, with mean firing rate (thick line) and
standard deviation (thin lines) shown as a function of the stimulus
parameter h. These are reproduced as thin lines for reference in (B) and
(D). In this example, the standard deviation of the firing rate for a given
value of h increases with increasing firing rate from a baseline value,
although the particular form of noise chosen does not qualitatively affect
our results. (B and D) The SSI(h) is maximum in regions of high slope in
the low-noise case (B), and maximum at the tuning curve peak in the
high-noise case (D). (C and E) The specific information (solid line) in the
low- and high-noise cases shown as a function of normalized firing rate.
p(rjh) is shown for reference at hS (left) and h0 ¼ 0 (right).
DOI: 10.1371/journal.pbio.0040092.g001
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ages, could be caused by either an intrinsic inability of neurons in
the immature visual cortex to respond rapidly to visual stimuli, or
by reverberating neural activity within immature feedback cir-
cuits14. To distinguish between these two possibilities, recordings
were obtained from each animal under light anaesthesia using the
same visual stimulation conditions as in the awake-behaving con-
text (Fig. 4a). Light anaesthesia significantly dampened neuronal
excitability, as demonstrated by a reduction in spontaneous activity,
whereas neuronal responsiveness to visual stimulation was main-
tained (see Supplementary Information). In contrast to awake
animals, temporal correlations, both during and in the absence of
visual stimulation, showed swift decorrelation by 50ms at all ages,
including the youngest P30 animals (Fig. 4b, top). Thus, the slope of
temporal correlation functions, computed for neural activity
between 50–200ms under all three stimulus conditions, was sig-
nificantly reduced at P30–32 and P44–45 (P , 0.05, t-test) to levels
matching those for control P83–90 animals (see Supplementary
Information). This indicates that cortical neurons are capable of
rapidly responding to sensory signals at all ages, and suggests that
temporal correlations extending to several hundred milliseconds in
the young awake animals may result from recurring activity gener-
ated within immature feedback circuits. In contrast, the spatial
correlation functions were not substantially different for the awake
and anaesthetized animal at any age (compare Fig. 4b, bottom, with
Fig. 3a, bottom, P . 0.05, t-test). This suggests that feed-forward
sensory evoked activity, which is maintained during anaesthesia, has
a prominent role in governing the correlated firing of neurons
between different cortical sites.
The strong correspondence between patterns of correlated

neuronal activity during and in the absence of visual stimulation,
indicates a tight relationship between spontaneous activity and the
cortical representation of sensory signals. Even when stimulated by
input signals with diverse statistical properties, the firing patterns of
visual cortical neurons are dominated by the intrinsic dynamical
properties of the cortical circuit rather than the signal statistics.
These results agree with previous reports in anaesthetized prepa-
rations and in vitro brain slices demonstrating that sensory evoked
responses are significantly modulated by ongoing spontaneous
neuronal activity, and that this spontaneous activity reflects the
intrinsic dynamical behaviour of neural circuits13,15–17. They also
agree with previous studies in nonhuman primates showing that the
firing rates of visual cortical neurons are modulated to a smaller
degree during free viewing of natural scenes than when the same
stimuli are statically flashed within the classical receptive field
during fixation18,19. However, our results are the first to demonstrate
that intrinsic circuit dynamics strongly govern the correlated firing
of neurons in primary visual cortex of freely viewing animals. These
results provide the most direct evidence that the intrinsic dynamical
behaviour of neural circuits might have a prominent role in visual
sensory coding. If the specific spatio-temporal structure of these
dynamics is important for normal sensory processing, then the shift
from slow asynchronous bursting at early ages to dominant syn-
chronous 4–8-Hz oscillations in the adult probably has a central role
in the emergence of sensory coding during brain development.

Our analysis has focused only on second-order spatio-temporal
correlations in spontaneous and visually driven activity, and it does
not address higher-order correlations in neural activity that may
also be used to encode input signals20–22. In addition, our results are

Figure 3 Developmental changes in the spatio-temporal pattern of stimulus-evoked and
spontaneous visual cortical activity in awake-behaving ferrets. a, Correlation functions
computed for dark spontaneous activity, as well as evoked activity to natural-scene and

random-noise films in awake ferrets at three different ages. Thin horizontal lines show

plots of correlation functions computed at each age for each condition using randomly

shuffled binned spikes. Random temporal shuffling of spike trains abolished all

correlations in all three age groups, demonstrating that the observed shifts in correlated

activity were not simply a result of the developmental increase in cell firing rates. Top row:

temporal correlation functions. Bin width, 20ms. Bottom row: spatial correlation

functions. Bin width, 50ms. Error bars represent s.e.m. b, Emergence of oscillations in
dark spontaneous activity during visual cortical development. Dominant 4–8-Hz

oscillations emerge between P44–45 and P83–90. At P83–90, visual stimulation

abolishes oscillations at these frequencies but triggers higher frequency oscillations.

Total active windows are the total number of 800-ms windows that contained at least 1

spike.
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