
Results

Defining the Information Associated with Particular Stimuli
To illustrate the effect of noise on the encoding of stimuli,

consider the canonical example of a sensory neuron charac-
terized by a bell-shaped tuning curve function f(h), represent-
ing the average firing rate of the neuron as a function of a
stimulus parameter h (Figure 1A, thick line). Across multiple
presentations of the same stimulus, the neuron will have a
distribution of responses sampled from p(rjh): the probability
of r given stimulus h. The width of this distribution represents
the neuronal variability (Figure 1A, error bars and lines).
Neuronal variability can be due to factors such as intrinsic
noise, integration time of the neural response, and aspects of
the stimulus not represented by the parameter h (see Materials
and Methods and Protocol S1).

How can variability affect how well a stimulus is encoded by
a neuron? Intuitively, a stimulus is well encoded if it evokes
unambiguous responses [6]. An unambiguous response is one
that could only be evoked by a small number of stimuli so that
the stimulus is readily identified when this response appears.
For example, a modest firing rate might unambiguously
represent a particular stimulus when there is no background

activity, but will become more ambiguous as background
activity increases.
This intuition can be formalized by the specific informa-

tion of a response [7]:

ispðrÞ ¼ H½H% &H½Hjr% ð1Þ

defined as the difference between the entropy of the stimulus
ensemble H½H% ¼ &

P
h pðhÞ log2pðhÞ and that of the stimulus

distribution conditional on a particular measurement
H½Hjr% ¼ &

P
h pðhjrÞ log2pðhjrÞ. Since the entropy of a stim-

ulus distribution is a measure of how uncertain the stimulus
is, the specific information isp(r) gives the reduction in
uncertainty about the stimulus gained by a particular
response r, and thus is high for unambiguous responses and
low for ambiguous responses.
Well encoded stimuli can thus be identified by their

association with unambiguous responses as defined by isp(r).
We therefore use the stimulus-specific information (SSI) [6] as
our measure of stimulus encoding:

iSSI ðhÞ ¼
X

r
pðrjhÞ ispðrÞ: ð2Þ

The SSI is the average specific information of the responses
that occur when a particular stimulus h is present.
The results described below using the SSI are calculated

numerically for a given tuning curve and model of variability
(see Materials and Methods). Although we focus on the SSI
metric because of its straightforward interpretation in terms
of the relationship between stimulus and response in
encoding, the results described below are also obtained with
other information-based metrics, as demonstrated in Proto-
col S2.

Transition in the Best-Encoded Stimulus from High-Slope
to High-Firing Rates for a Single Neuron
We first compute the SSI for a neuron with a typical bell-

shaped tuning curve, as shown in the example of Figure 1A. In
the case of low noise (Figure 1B), where the firing rate
variability is a small fraction of the mean firing rate, we find
that the maximum SSI does not occur at the peak of the
tuning curve h0¼ 0. Rather, the best-encoded stimuli occur at
6378 (Figure 1B, dashed lines), close to the maximum slope of
the tuning curve.
This result suggests that the regions of high slope are the

most significant to the neuron. However, two points are of
note: (1) the highest SSI is close to, but not directly at, the
point of maximum slope, and (2) there is a smaller peak in the
SSI at the tuning curve peak h0 where the slope of the tuning
curve is zero.
To gain a better understanding of this result, the specific

information associated with the underlying neural responses
(isp(r), Equation 1) is shown in Figure 1C. The specific
information is largest for responses triggered by relatively
few stimuli. Since the number of stimuli associated with a
given response scales with the reciprocal of the tuning curve
slope, responses in high-slope regions of the tuning curve will
typically have higher specific information, resulting in the
broad peak in specific information for intermediate firing
rates (Figure 1C).
However, consideration of the slope alone does not

determine the specific information. In fact, the specific
information is largest for firing rates greater than one (where

Figure 1. Illustration of Slope-to-Peak Transition in the SSI with
Increasing Level of Neuronal Variability

(A) Typical tuning curve of a neuron, with mean firing rate (thick line) and
standard deviation (thin lines) shown as a function of the stimulus
parameter h. These are reproduced as thin lines for reference in (B) and
(D). In this example, the standard deviation of the firing rate for a given
value of h increases with increasing firing rate from a baseline value,
although the particular form of noise chosen does not qualitatively affect
our results. (B and D) The SSI(h) is maximum in regions of high slope in
the low-noise case (B), and maximum at the tuning curve peak in the
high-noise case (D). (C and E) The specific information (solid line) in the
low- and high-noise cases shown as a function of normalized firing rate.
p(rjh) is shown for reference at hS (left) and h0 ¼ 0 (right).
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