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� Abstract Single-unit recording studies in the macaque have carefully docu-
mented the modulatory effects of attention on the response properties of visual cortical
neurons. Attention produces qualitatively different effects on firing rate, depending on
whether a stimulus appears alone or accompanied by distracters. Studies of contrast
gain control in anesthetized mammals have found parallel patterns of results when the
luminance contrast of a stimulus increases. This finding suggests that attention has co-
opted the circuits that mediate contrast gain control and that it operates by increasing
the effective contrast of the attended stimulus. Consistent with this idea, microstimu-
lation of the frontal eye fields, one of several areas that control the allocation of spatial
attention, induces spatially local increases in sensitivity both at the behavioral level and
among neurons in area V4, where endogenously generated attention increases contrast
sensitivity. Studies in the slice have begun to explain how modulatory signals might
cause such increases in sensitivity.

INTRODUCTION

The central role of attention in perception has been known since the dawn of ex-
perimental psychology (James 1890). The advent of new techniques for imaging
the human brain complement earlier studies of brain-lesioned patients, enabling
neuroscientists to map out the set of areas that mediate the allocation of atten-
tion in the human (for recent reviews, see Corbetta & Shulman 2002, Yantis
& Serences 2003) and to examine how feedback from these areas alters neu-
ral activity in the visual cortices (reviewed by Chun & Marois 2002, Kastner &
Ungerleider 2000). The development of techniques to record the activity of neu-
rons in awake behaving animals has enabled researchers to probe the biological
underpinnings of attention. In this review, we outline recent progress in under-
standing the circuits within the visual cortex that are modulated by attentional
feedback.
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Single-unit recording studies in the monkey have provided detailed, quantita-
tive descriptions of how attention alters visual cortical neuron responses. When
attention is directed to a location inside the receptive field (RF), the neuron’s
contrast-response threshold is reduced, enabling it to respond to stimuli that would
otherwise be too faint to elicit a response. For stimuli presented at intermediate
contrasts, spatial attention increases the firing rate by a multiplicative factor that
is independent of the neuron’s tuning for such properties as orientation and di-
rection of motion. This scaling of the response enables neurons to discriminate
more reliably the features of the attended stimulus. For stimuli presented at con-
trasts that exceed the neuron’s contrast saturation point, attention has little or no
effect on firing rate. Attention has qualitatively different effects when it is di-
rected to one of two stimuli appearing simultaneously inside the receptive field.
Both increases and decreases are observed, depending on the neuron’s selectivity
for the two stimuli. When one of the two stimuli is placed in the receptive field and
the other in the surround, attending to the extrareceptive field stimulus can reduce
the firing rate. All these phenomena can be accounted for by models developed
to explain contrast-dependent modulations of neuronal response if one assumes
that attending to a spatial location increases the effective contrast of stimuli ap-
pearing there. These attention-dependent modulations of responses in the visual
cortex occur as a result of feedback from areas like the lateral intraparietal area
(LIP), where elevated responses are associated with increased contrast sensitivity
at the behavioral level, and the frontal eye fields (FEF), where microstimulation
causes spatially localized increases in sensitivity both at the behavioral level and
in visual cortical neurons. Recent studies in the slice have begun to characterize
how modulatory signals can change neuronal responsiveness. A similar explana-
tion may account for the effects of feature-based attention, if one assumes that
attending to a feature increases sensitivity of neurons selective for that feature.
Thus, attention-dependent improvements in our ability to detect faint stimuli, to
discriminate stimulus features, and to select a stimulus from among distracters can
all be understood as reflecting the operation of a relatively simple set of neural
mechanisms.

SPATIAL ATTENTION: FACILITATION AND SELECTION

Psychophysical studies, event-related-potential studies, and brain-imaging studies
of spatial attention in humans carefully document the phenomenon of attentional
facilitation, the improved processing of a single stimulus appearing alone at an
attended location (Posner et al. 1980). Observers can better detect faint stimuli
appearing at an attended location (Bashinski & Bacharach 1980, Handy et al.
1996, Hawkins et al. 1990, Muller & Humphreys 1991) and can better discriminate
properties of the attended stimulus, such as its orientation (Downing 1988, Lee
et al. 1999). The effect of attending to a faint stimulus can be described as an
enhancement of signal strength, as measured by the contrast increment that would
be required to equate accuracy in discriminating features of stimuli appearing at an
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attended location versus an unattended location (Carrasco et al. 2000, Lu et al. 2000,
Lu & Dosher 1998), and there is recent evidence that attention increases perceived
stimulus contrast (Carrasco et al. 2004). This signal enhancement is reflected in
greater stimulus-evoked neuronal activity, as measured by scalp potentials (e.g.,
Luck et al. 1994, reviewed by Hillyard & Anllo-Vento 1998), and brain imaging
(e.g., Brefczynski & DeYoe 1999, Heinze et al. 1994; see Pessoa et al. 2003, Yantis
& Serences 2003 for recent reviews).

Consistent with these observations, single-unit recording studies in monkeys
trained to perform attention-demanding tasks have found that spatial attention
often enhances neuronal responses evoked by a single stimulus appearing within
the receptive field, an effect observed in neurons throughout the visual system
(Ito & Gilbert 1999, McAdams & Maunsell 1999a, Motter 1993, Mountcastle
et al. 1987, Roelfsema & Spekreijse 2001, Spitzer et al. 1988, Treue & Maunsell
1996). An example of this attention-dependent response facilitation is illustrated in
Figure 1, which shows data recorded by Reynolds et al. (2000). The dashed line in

Figure 1 Responses of an example area V4 neuron as a function of attention and
stimulus contrast. The contrast of the stimulus in the receptive field varied from 5%
(bottom panel) to 10% (middle panel) to 80% (upper panel). On any given trial, atten-
tion was directed to either the location of the stimulus inside the receptive field (solid
line) or a location far away from the receptive field (dotted line). The animal’s task
was to detect a target grating at the attended location. Attention reduced the threshold
level of contrast required to elicit a response without causing a measurable change in
response at saturation contrast (80%). Adapted from Reynolds et al. (2000).
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each panel shows the response elicited by a stimulus that appeared in the receptive
field of a V4 neuron while the monkey attended away from the receptive field to
detect a target and earn a juice reward. The stimulus appeared at one of three levels
of luminance contrast, two of which (5%, bottom panel, and 10%, middle panel)
were too faint to elicit a response. That is, they were both below the neuron’s
contrast-response threshold. The third contrast (80%, top panel) was above the
level of contrast at which the neuronal response saturated. The solid line shows the
response, under identical sensory conditions, when spatial attention was directed
to the stimulus.

Attention had no measurable effect on the response that was elicited at 5% con-
trast, which was well below the neuron’s contrast-response threshold. The 10%
contrast stimulus, which was just below the neuron’s contrast-response threshold,
and thus did not elicit a response when attention was directed away from the re-
ceptive field, elicited a clear response when attention was directed to its location
in the receptive field. The average response elicited by the 10% contrast stimulus
peaked at ∼35 spikes per second, well above the baseline activity of the neuron.
Thus, with attention directed away from the receptive field, the threshold level
of contrast required to elicit a response was above 10%, but when attention was
directed to the location of the stimulus, the contrast-response threshold was re-
duced to a value between 5% and 10%. Attention had no measurable effect on the
neuronal response elicited by the stimulus when it was presented above saturating
contrast.

Although the psychophysical and neurophysiological data clearly show that
attention can facilitate processing of single stimuli appearing against a blank
background, a more ecologically relevant purpose is served by attentional se-
lection, the selection of behaviorally relevant stimuli from among competing dis-
tracters (Duncan & Humphreys 1989, Palmer et al. 2000, Treisman & Gelade 1980,
Verghese 2001, Wolfe et al. 1989). Like any information-processing system, the
visual cortex is limited in the quantity of information it can process at each mo-
ment in time. A typical visual scene contains a great deal more information than
we can process in a single glimpse. Therefore, neural mechanisms must be in
place to ensure that behaviorally relevant information will be selected to guide
behavior.

Recordings from neurons within the extrastriate cortex have revealed a direct
neural correlate of attentional selection. When multiple stimuli appear within a
neuron’s receptive field, the neuronal response tends to be driven preferentially by
the task-relevant stimulus. The first single-unit recording study to document this
finding was conducted by Moran & Desimone (1985). Two stimuli appeared within
the receptive field: one that was of the neuron’s preferred color and orientation, and
another that was of a nonpreferred color and orientation. The monkey performed
a task that required it to attend to one of the stimuli to report its identity and earn a
juice reward. Moran & Desimone found that the neuron’s response to the pair was
stronger on trials when the monkey attended to the preferred stimulus, as compared
to trials when the monkey attended to the nonpreferred stimulus.
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A replication of this observation is illustrated in Figure 2, which shows data
gathered by Chelazzi et al. (2001). Each line in Panel B shows the response aver-
aged across a population of 76 neurons recorded in area V4 of monkeys performing
a visual search task. As illustrated in Panel A on each trial, a stimulus appeared at
fixation and then disappeared for 1500 ms, whereupon the same stimulus that had
appeared at fixation (the target) reappeared at a random location in the receptive
field, sometimes accompanied by another stimulus, and the monkey had to make
a saccade to the target stimulus to earn a juice reward. The two stimuli were se-
lected according to the response selectivity of the neuron. Thus, one (the preferred
stimulus) was chosen to be of a shape and color that elicited a strong response,
and the other (the poor stimulus) was chosen to elicit a low-firing-rate response.

The upper line in Panel B shows the population average response on trials
when the preferred stimulus appeared alone as a target. The lowest line shows the
average response when the poor stimulus appeared alone as the target. The two
middle lines show the response when the pair of stimuli appeared together within
the receptive field on trials when the preferred stimulus was the target (upper middle
line) and on trials when the poor stimulus was the target (lower middle line). The
initial response to the pair was not strongly dependent on which stimulus was
the target, but after 150–160 ms, the pair response bifurcated, either increasing or
decreasing, depending on whether the target was preferred or poor.

This observation that the attended stimulus exerts preferential control over the
neuronal response has been replicated and extended both in the ventral stream
areas studied by Moran & Desimone (1985) (Chelazzi et al. 1993, 1998, 2001;
Luck et al. 1997; Motter 1993; Reynolds et al. 1999; Reynolds & Desimone 2003;
Sheinberg & Logothetis 2001) and in the dorsal stream (Recanzone & Wurtz 2000,
Treue & Martı́nez-Trujillo 1999, Treue & Maunsell 1996; however, see Seidemann
& Newsome 1999).

Several of the above studies compared the response elicited by a pair of stimuli in
the receptive field when the monkey attended either away from the receptive field or
to one of the two stimuli inside the receptive field. These studies have found that at-
tending to the more preferred stimulus increases the response to the pair, but attend-
ing to the poor stimulus often reduces the response elicited by the pair (Chelazzi
et al. 1998, 2001; Luck et al. 1997; Martı́nez-Trujillo & Treue 2002; Reynolds
et al. 1999; Reynolds & Desimone 2003; Treue & Martı́nez-Trujillo 1999; Treue
& Maunsell 1996). This finding has lent support to models of attention in which
inhibition plays a role in selection (Desimone & Duncan 1995, Ferrera & Lisberger
1995, Grossberg & Raizada 2000, Itti & Koch 2000, Lee et al. 1999, Niebur & Koch
1994). These models have accounted for a variety of observations concerning topics
as varied as the interplay between attentional selection and oculomotor control, the
role of visual salience in guiding attentional selection, and the role of working mem-
ory in guiding attention during search. Given the broad explanatory power of such
competitive selection models, it is of interest to consider what has been learned from
studies in anesthetized animals about the role of response suppression in the visual
cortex.
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CONTRAST-DEPENDENT RESPONSE MODULATIONS
IN ANESTHETIZED ANIMALS PROVIDE CLUES ABOUT
THE NEURAL MECHANISMS OF ATTENTION

The role of contrast in modulating the visual response properties of neurons has
been extensively documented, and the models developed to account for these
modulations rely critically on response suppression. As we will see, the circuitry
underlying these modulations can be used to account for the attention-dependent
response modulations, mentioned above. Here we describe four ways in which
contrast modulates neuronal responses in the anesthetized mammal: Two occur
when a single stimulus appears alone within the neuronal receptive field, and two
occur when two stimuli appear together, either both within the classical receptive
field or one inside the receptive field and the other in the receptive field surround. We
then describe models developed to account for these response properties. Finally,
we describe a model of attention that is mathematically related to these earlier
models and demonstrate that it can therefore account for these contrast-dependent
response modulations.

The first phenomenon is that cortical neuronal responses typically saturate as
contrast increases, and this saturation firing rate is stimulus dependent. This finding
is illustrated in Figure 3A, which is adapted from a study by Sclar & Freeman
(1982). Each line shows the response of a complex cell recorded in cat area 17

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 2 Responses of V4 neurons during a visual search task. (A) Task. The monkey
initiated a trial by foveating a spot at the center of the computer monitor (“FP”), after
which a sample stimulus appeared nearby (here, either a face on the trial illustrated
above or a house on the trial illustrated below). The sample then disappeared for 1500
ms, at which time the search array appeared, and the monkey had to make a saccade to
the stimulus that matched the sample (the “target”). (B) Population histogram from 76
V4 neurons recorded during this task. For each neuron studied, the stimuli were selected
from a pool of possible stimuli such that one of them (the preferred stimulus—here,
the face) elicited a strong response and the other (the poor stimulus—here, the house)
elicited a weak response. Responses are time locked to stimulus onset. From bottom
left in a clockwise direction, insets illustrate conditions where the poor stimulus alone
was presented inside the RF, the preferred stimulus alone was presented, the pair was
presented with the preferred stimulus as the target, and finally, the pair was presented
with the poor stimulus as the target. In all conditions, the animal made a saccade to the
target stimulus, which appeared either alone or as an element of the pair. The initial part
of the visual response to the pair falls between the response evoked by the preferred
and poor stimuli. At 150–160 ms after display onset, the pair response increased or
decreased, depending on which stimulus was the target. By the time of the onset of the
saccade, 70–80 ms later, the pair response was driven almost entirely by the attended
stimulus. Adapted from Chelazzi et al. (2001).
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Figure 3 Contrast-dependent response modulations. (A) Contrast-response functions for a
stimulus of the neuron’s preferred orientation (upper line), a poor but excitatory orientation
(middle line), and the null orientation (bottom line). Adapted from Sclar & Freeman (1982).
(B) Orientation tuning curves of a second neuron, measured using a stimulus that varied in
contrast from 10% (empty circles) to 80% ( filled circles). Adapted from Sclar & Freeman
(1982). (C) Responses of neuron recorded in area V1 of the anesthetized macaque. Two
spatially superimposed gratings appeared within the receptive field. One grating was of the
optimal orientation for the neuron, whereas the second grating was of a suboptimal orienta-
tion. Each subpanel illustrates responses obtained with a particular combination of contrast
for the two stimuli. The preferred grating varied from 0% contrast (top row) to 50% contrast
(bottom row), and the contrast of the poor grating increased from 0% (left column) to 50%
(right column). Adapted from Carandini et al. (1997). Panels D–I show the capacity of several
models to account for these contrast-dependent response modulations. See text for details.

when a single grating was presented in the receptive field at different levels of
luminance contrast, yielding the neuron’s contrast-response function. Each line is
the contrast-response function derived using a grating presented at one of three
orientations: the cell’s optimal orientation (top line), a suboptimal but excitatory
orientation (middle line), and the cell’s null orientation (bottom line), which was
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slightly suppressive. The neuron did not respond to either excitatory stimulus
presented below a threshold level of luminance contrast. As is typical of cortical
neurons, above this threshold, the response increased over a range of contrasts that
comprise the dynamic range of the contrast-response function, before reaching a
saturation response. The response to the optimally oriented grating (upper line,
black circles) saturated at ∼130 spikes per second, well above the rate at which a
suboptimally oriented grating saturated (black squares, 84 spikes per second).

The second phenomenon is that increasing the contrast of an oriented stimulus
characteristically results in a multiplicative increase in the orientation tuning curve,
as illustrated in Figure 3B. Each curve in this figure (also adapted from Sclar &
Freeman 1982) shows a simple cell’s response to gratings presented across a range
of orientations. The most shallow orientation tuning curve (open circles) was
derived using gratings of 10% luminance contrast, and each successively higher
curve corresponds to a doubling of contrast. Note that this multiplicative effect
of contrast on the orientation tuning curve follows from the observation that the
contrast-response functions derived for any two orientations can be related to each
other by a gain factor, as is approximately the case for the two contrast-response
functions appearing in Figure 3A.

The above observations involve increases in response when a stimulus in-
creases in contrast. The effect of increasing contrast is qualitatively different
when two stimuli appear within the receptive field, where increasing the con-
trast of one of them can result in increases or decreases in response, depend-
ing on the neuron’s selectivity for the two stimuli. This finding is illustrated in
Figure 3C, which shows data recorded by Carandini et al. (1997) from a neuron in
area V1 of the anesthetized macaque, when two spatially superimposed gratings,
differing in orientation, appeared simultaneously within the receptive field (see
also Bonds 1989, DeAngelis et al. 1992, Morrone et al. 1982). Each subpanel
shows the response evoked by a particular combination of contrasts. One grating
was of the neuron’s preferred orientation, and a second grating was of a subop-
timal orientation that nonetheless elicited an excitatory response when presented
alone. The contrast of the preferred grating varied from 0% contrast (top row) to
50% contrast (bottom row), and the contrast of the poor grating increased from
0% (left column) to 50% (right column). Because 0% contrast corresponds to the
absence of a stimulus, the upper left subpanel shows the neuron’s spontaneous
activity. Responses elicited by the preferred and poor stimulus presented alone
appear in the left column and top row, respectively. The poor stimulus elicited a
small but measurable excitatory response that increased with contrast (top row),
and yet when paired with the preferred stimulus, it had a suppressive effect. Note,
for example, that the response elicited by the 13% contrast preferred stimulus alone
(left column, third row) was strongly reduced by the addition of the poor stimulus
at 50% contrast (right panel, third row). Figures 3D–I show model fits to the data
in Figures 3A–C and will be described below.

The above data were collected when preferred and poor stimuli were spatially
superimposed. Similar competitive interactions among superimposed stimuli have
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been found in extrastriate visual cortex (Qian & Andersen 1994, Snowden et al.
1991). In the attention studies outlined below, the stimuli appeared at separate loca-
tions in the receptive field. It is therefore important to note that contrast-dependent
suppressive effects are also observed with nonsuperimposed stimuli. This finding
is illustrated in Figure 4, which shows data recorded by Reynolds & Desimone
(2003) from a macaque V4 neuron. The first column shows trial-by-trial spike
records that illustrate the response of the neuron when a stimulus of the neu-
ron’s null orientation appeared alone in the receptive field at luminance contrasts
ranging from 5% (bottom panel) to 80% (top panel). The right column shows the
response elicited by a stimulus of the neuron’s preferred orientation, which was
presented at a fixed contrast (40%) at a separate location in the receptive field. The
panels are repeated for comparison. The center column shows the response that
was elicited by the pair, as a function of poor stimulus contrast. The 5% contrast
poor stimulus (bottom panel, center) had no measurable effect on the neuronal
response, but at higher levels of contrast it became increasingly suppressive and at
80% contrast (top panel, center) it almost entirely suppressed the response. These
observations confirm earlier reports showing that a poor stimulus suppresses the
response elicited by a nonsuperimposed preferred stimulus (Miller et al. 1993, Re-
canzone et al. 1997, Rolls & Tovee 1995; however, see Gawne & Martin 2002). See
also Britten & Hauer (1999) and Hauer & Britten (2002) for additional evidence
of response normalization in area MT with nonsuperimposed stimuli.

Another form of contrast-dependent response modulation is observed when
the second stimulus appears in the surround of the receptive field (Blakemore &
Tobin 1972, DeAngelis et al. 1994, Knierim & van Essen 1992, Levitt et al. 1996,
Maffei & Fiorentini 1976; see Fitzpatrick 2000 for a review). Suppressive sur-
round effects are commonly attributed to intracortical lateral inhibition. Unlike
the contrast-dependent interactions observed when two stimuli appear within the
classical receptive field, the maximal suppressive effect of a surround stim-
ulus is usually observed when the stimulus in the surround and the stimulus in
the center are both of the neuron’s preferred orientation (Cavanaugh et al. 2002a,b;

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Figure 4 Increasing the contrast of a poor stimulus at one location suppresses the
response elicited by a fixed contrast preferred stimulus at a second location in
the receptive field of a V4 neuron. The contrast of the poor stimulus, illustrated in
the first column, ranged from 5% to 80%. As indicated in the first column of raster
plots, this stimulus did not elicit a clear response at any contrast. The right column
shows the response elicited by the preferred stimulus, which was fixed in contrast
(panels repeated down the column, for comparison). The middle column of raster plots
shows the response to the pair. At low contrast (bottom panel), the poor stimulus had
no measurable effect on the response to the preferred stimulus, but as poor stimulus
contrast increased (moving up the column), it became increasingly suppressive, almost
entirely suppressing the response at high contrast (top panel). Adapted from Reynolds
& Desimone (2003).
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DeAngelis et al. 1994). Evidence exists that such surround effects rely on divi-
sive inhibition from the receptive field surround tuned for the neuron’s preferred
orientation (Cavanaugh et al. 2002a,b; Muller et al. 2003; Webb et al. 2003). The
effect of varying the contrast of a stimulus in the surround is illustrated in the
top two panels of Figure 5, which show responses of two neurons recorded by
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Figure 5 Effect of increasing the contrast of a stimulus in the receptive field surround.
Panels A and B show the responses of two neurons recorded from area V1 of the anesthetized
macaque. In this experiment, a circular grating of the neuron’s preferred orientation appeared
in the receptive field center, in the presence of a second grating in the surround. The circles in
each panel indicate responses to the pair of gratings, with the shading of each circle indicating
the contrast of the surround grating. Darker shading corresponds to higher contrast. The
horizontal axis indicates the contrast of the stimulus in the center of the receptive field. The
lines represent model fits to the experimental data. Adapted from Cavanaugh et al. (2002a).
(C) If the model by Reynolds et al. (1999) is augmented to include an inhibitory surround, it
also exhibits this contrast-dependent suppression, which results in a divisive reduction in the
orientation tuning curve for the center stimulus (panel D).
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Cavanaugh et al. (2002a) in area V1 of the anesthetized macaque. In their ex-
periment, a circular grating of the neuron’s preferred orientation appeared in the
receptive field center, in the presence of a second grating in the surround. The
circles in each panel indicate responses to the pair of gratings, with the shading of
each circle indicating the contrast of the surround grating. Darker shading corre-
sponds to higher contrast. The horizontal axis indicates the contrast of the stimulus
in the center of the receptive field. The lines represent model fits and are discussed
below. The effect of increasing the contrast of the surround stimulus is to suppress
the response elicited by the preferred stimulus in the center, and Cavanaugh et al.
found that this suppression is best described as a multiplicative reduction in the
response throughout the contrast-response function.

THESE CONTRAST-DEPENDENT RESPONSE PROPERTIES
CAN BE EXPLAINED BY EXISTING MODELS OF THE LOCAL
CIRCUIT THAT RELY ON SUPPRESSION

The response properties described above are among the most thoroughly studied in
visual neurophysiology, and they have driven the development of increasingly de-
tailed models of the underlying cortical circuit (Albrecht & Geisler 1991, Carandini
& Heeger 1994, Carandini et al. 1997, Grossberg 1973, Heeger 1992, McLaughlin
et al. 2000, Murphy & Miller 2003, Somers et al. 1995, Sperling & Sondhi 1968,
Troyer et al. 1998; for recent reviews, see Ferster & Miller 2000, Geisler &
Albrecht 2000, Shapley et al. 2003). These models differ in important respects,
such as the relative importance of feedforward inhibition, the role of shunting in-
hibition, the degree to which inhibition is tuned, and the importance of mutually
excitatory interactions between similarly tuned neurons. Which model provides
the best approximation to the true microcircuit (which itself may differ in some
respects across cell types, according to laminar distribution, across brain areas,
and across species) is not yet known. Although these differences are very impor-
tant, it is beyond the scope of this review to describe them in detail. We therefore
simply illustrate fits derived from three of the above models to document their
capacity to account for the contrast-dependent response modulations illustrated in
Figures 3 and 5.

However, to fix ideas, we begin by outlining briefly the key assumptions of one
model, the normalization model, which is described in a recent paper by Carandini
et al. (1997). The model is closely related to models proposed by Heeger (1992) and
Carandini & Heeger (1994). It has some features in common with models proposed
by Albrecht & Geisler (1991), Grossberg (1973), and Sperling & Sondhi (1968).
It provides a simple account for the contrast-dependent modulations illustrated in
Figures 3A–C and, when suitably extended to include a receptive field surround
(Cavanaugh et al. 2002a,b), can also account for the contrast-dependent surround
effects appearing in Figure 5. The model achieves orientation selectivity as a re-
sult of tuned excitatory input, which is stronger for a preferred orientation stimulus
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than for a nonpreferred stimulus. This excitatory drive increases with contrast, as
does a feature nonselective shunting inhibitory drive. Shunting inhibition refers
to a synaptically activated conductance with a reversal potential near the resting
potential of a neuron. Activating shunting inhibition decreases the input resistance
of the cell, which diminishes potential changes induced by excitatory inputs. This
action has a divisive effect on subthreshold excitatory postsynaptic potential am-
plitudes, and the model assumes that this reduction has a divisive effect on firing
rate (however, see Holt & Koch 1997). When two stimuli appear together, the effect
of varying the contrast of either stimulus depends on the relative contributions of
excitatory and divisive inhibitory drive. When a poor stimulus (with proportion-
ally more inhibitory drive) is presented with a preferred stimulus, the additional
inhibitory input results in a suppressed response. This response suppression can
be magnified by increasing the contrast of the poor stimulus or can be diminished
by increasing the contrast of the preferred stimulus.

The capacity of this and two other models to account for contrast-dependent
response modulations is documented in Figures 3 and 5. Figure 3D illustrates
the contrast-response functions that emerge from a model proposed by Somers
et al. (1998), which is an extension of an earlier model introduced by Somers
et al. (1995). Like the normalization model, this model relies on inhibition to
account for orientation-specific saturation responses. However, it differs from the
normalization model in several respects, including the fact that it does not depend
on shunting inhibition and that it relies on recurrent cortical excitation to sharpen its
weakly orientation-tuned excitatory input. Dashed lines in Figure 3D show model
responses to gratings of the optimal orientation (upper dashed) and a suboptimal but
excitatory orientation (lower dashed), when intracortical connections were silenced
and only thalamocoritcal inputs were active. The solid lines show model responses
to the same two stimuli when intracortical connections were included. The effect of
the intracortical connections was to cause the model neuronal response to saturate,
while maintaining selectivity for the two stimuli across contrast.

Figure 3E illustrates the contrast-invariant tuning that emerges from a model
introduced by Troyer et al. (1998). This model incorporates a number of non-
linearities to explain the contrast-dependent gain changes in orientation tuning,
including small contrast-dependent conductance changes, spike-rate adaptation
currents, and synaptic depression. Each curve indicates the model response across
orientation, at different levels of contrast, ranging from 2.5% (lowest curve) to
50% contrast (highest curve). At 5% contrast and above, the orientation tuning
curves are approximately related to each other by a multiplicative factor.

Figure 3F demonstrates the ability of the model by Carandini et al. (1997,
described above) to account for the contrast-dependent suppressive effect of adding
a poor stimulus to a preferred stimulus. The circles indicate the mean firing rates
taken from the data in Figure 3C, with shading indicating the luminance contrast
of the preferred orientation grating, ranging from 0% (white) to 50% (black). The
contrast of the poor orientation grating is indicated on the horizontal axis. The
lines indicate the model’s best fit to the data.
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Note that the response elicited by the poor stimulus increases with contrast,
indicating that although it was poor, it was nonetheless excitatory. The model
accounts for the fact that, despite this excitatory effect when presented alone,
increasing the contrast of the poor stimulus suppressed the response elicited by the
simultaneously presented preferred stimulus. Note, for example, that the response
elicited by the 13% contrast preferred stimulus alone (∼22 spikes per second, dark
gray data point, left) was strongly reduced by the addition of the poor stimulus at
50% contrast (∼8 spikes per second, dark gray data point, right). The model also
accounts for the fact that increasing the contrast of the preferred grating had the
opposite effect: It increased the response to the pair. The highest contrast preferred
stimulus (black circles) was virtually immune to this suppressive effect.

Cavanaugh et al. (2002a,b) have extended the model of Heeger & Carandini
(1994) to include a divisive inhibitory surround, and with this addition, the model
can account for changes in the response to a stimulus in the receptive field center
when a second stimulus, in the surround, is varied in contrast. The model’s ability
to account for this contrast-dependent, center-surround modulation is documented
in the upper two panels of Figure 5. The lines indicate model fits to these data, with
darker lines corresponding to higher surround contrast. The model fits capture the
effect of increasing the contrast of the surround stimulus, which was to suppress
the response elicited by the preferred stimulus in the center.

A LINKING HYPOTHESIS: DIRECTING SPATIAL ATTENTION
TO A STIMULUS INCREASES ITS EFFECTIVE CONTRAST

How could these local circuit models account for (a) the response facilitation
that is often observed when attention is directed to a single stimulus appearing
alone within the receptive field, and (b) the observation that when two stimuli
appear within a neuron’s receptive field, the neuronal response is dominated by the
stimulus that is relevant to current behavior? First, consider the effect of elevating
the contrast of a single stimulus, as illustrated in Figures 3A and 3B. Elevating
the contrast of a just-subthreshold stimulus will push it above threshold, thereby
eliciting a response. For stimuli falling within the dynamic range of the contrast-
response function, elevating contrast leads to a more robust response. Thus, if
attention operates by increasing the effective contrast of a stimulus, this elevation of
effective contrast would account for the elevations in response found when attention
is directed to a single stimulus—the idea of attentional facilitation, described above.

Second, consider how changes in contrast modulate the response when two
stimuli—a preferred stimulus and a poor stimulus—appear together within the
receptive field. As illustrated in Figures 3C, 3F, and 4, the poor stimulus sup-
presses the response elicited by the preferred stimulus, and the magnitude of this
suppression depends on the relative contrasts of the two stimuli. At low contrast,
the poor stimulus has little or no suppressive effect, but as the contrast of the
poor stimulus increases, it drives the response downward. This suppression is
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diminished if the preferred stimulus is presented at high contrast. Thus, increasing
the contrast of one of the two stimuli causes a change in the neuronal response sim-
ilar to that observed when attention is directed to it: It causes the stimulus to domi-
nate the neuronal response, just as attention causes the neuron to selectively process
information about the stimulus that is relevant to the animal’s current behavioral
goals. An appealing linking hypothesis is that attention operates by multiplying
the effective contrast of the behaviorally relevant stimulus, a result that could be
achieved by increasing the neuron’s contrast sensitivity for the attended stimulus.

This idea is incorporated into a model of attention developed to provide an
account of how the behaviorally relevant stimulus gains preferential control over
neuronal responses in the visual cortex. This model, described in detail elsewhere
(Reynolds et al. 1999), was conceived as a way of formalizing the biased competi-
tion model of Desimone & Duncan (1995). Because it operates by multiplying the
effective contrast of the attended stimulus, we refer to it as the contrast gain model
of attention. It is a functional model in that it is intended to characterize the oper-
ations performed by the neural circuit without committing to specific biophysical
or biochemical mechanisms. However, it is mathematically related to models that
have been used to explain the contrast-dependent effects described above. There-
fore, this model can account for the same set of contrast-dependent phenomena,
as documented in Figures 3G–I and 5C.

Figure 3G shows the model contrast-response functions for an optimal (upper
dashed line) and a suboptimal but excitatory stimulus (lower dashed line). Orien-
tation selectivity arises from differences in the strength of excitatory input across
orientation, so here, the optimally oriented stimulus activated greater excitatory
input than did the suboptimal stimulus. Inhibitory input was untuned for orien-
tation. Attention leads to increases in the strength of excitatory and inhibitory
inputs activated by the attended stimulus (Reynolds et al. 1999), as would oc-
cur when increasing the contrast of the stimulus. The effect of this change is to
shift the model contrast-response function to the left, as indicated by the arrows.
Figure 3H, which was obtained using the same set of parameters that yielded Fig-
ure 3G, documents the ability of the model to exhibit multiplicative increases in
the orientation tuning curve with increasing contrast. The vertical lines indicate
the orientations whose contrast-response functions are illustrated in Figure 3G.
Because attention yields a shift in effective contrast, its influence on the tuning
curve is the same as an increase in contrast: to cause a multiplicative increase in
the tuning curve. This finding is illustrated by the upward arrows, which show
the increases in response that result from a leftward shift in the contrast-response
function for the two orientations whose contrast-response functions are illustrated
in Figure 3G.

Figure 3I shows the model behavior when the preferred stimulus from Figure
3G appears together with a nonpreferred but excitatory stimulus also in the re-
ceptive field, at various levels of contrast. As is the case experimentally (Figures
3C, 3F, 4), the model accounts for the finding that elevating the contrast of the
poor stimulus will increase its ability to suppress the response to a fixed-contrast
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preferred stimulus. Thus, the model accounts for the finding that when two stimuli
appear in the receptive field, attending to the more preferred stimulus will cause an
elevation in response, and attending to the poor stimulus will lead to a reduction
in response.

The model, as originally described by Reynolds et al. (1999), does not specify
the geometry of the receptive field, but if we take the lead of Cavanaugh et al.
(2002a,b) and assume that the inhibitory kernel extends beyond the excitatory
center of the receptive field, the model can then provide a qualitative account
for the contrast dependence of the inhibitory surround. This idea is illustrated in
Figure 5C, which shows the response of the model using the same parameters that
were used to derive Figures 3G–I but with the addition of a purely inhibitory input
increasing monotonically with surround-stimulus contrast. Figure 5D shows the
model output as a function of the orientation of the center stimulus. As the contrast
of the surround stimulus increases, this divisively reduces the response evoked by
the center stimulus at each level of contrast. As we summarize below, this has
relevance to single-unit recording studies in which monkeys attended to a stimulus
in the surround.

ATTENTION-DEPENDENT RESPONSE MODULATIONS
MIRROR THE EFFECTS OF A MULTIPLICATIVE INCREASE
IN STIMULUS CONTRAST

A number of recent single-unit recording and lesion studies of attention in the
macaque have likened attention to increasing visual salience (Bisley & Goldberg
2003; De Weerd et al. 1999; Gottlieb et al. 1998; Martı́nez-Trujillo & Treue 2002;
McAdams & Maunsell 1999a; Reynolds et al. 1999, 2000; Reynolds & Desimone
2003; Treue 2003). Reynolds et al. (2000) directly tested the idea that spatial
attention causes a multiplicative increase in the effective contrast of a stimulus.
If it does, then as illustrated in Figure 3G, attention should cause a leftward shift
in the contrast-response function. Such a leftward shift would predict (a) that the
threshold level of contrast required to elicit a neuronal response should decrease,
(b) that the largest increases in firing rate should be observed for stimuli that are
within (or just below) the upward sloping part of the contrast-response function
(the dynamic range of the cell’s contrast-response function), and (c) that attention
should have little or no effect on the firing rate elicited by a stimulus above the
dynamic range.

To test these predictions, luminance-modulated gratings were presented within
the receptive fields of V4 neurons as monkeys performed a task that required them
either to attend to the location of the gratings, or else, on separate trials, to attend
to another location far from the receptive field. The monkey’s task was to detect
a target grating that could appear at an unpredictable time at the cued location.
The luminance contrast of each target was selected at random, so to perform the
task reliably, the monkey had to continually attend to the location of the upcoming
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Figure 6 Attention-dependent increases in contrast sensitivity. Each line shows the
average responses of a population of area V4 neurons. The monkey attended either to
the location of the receptive field stimulus (thick line, black circles) or to a location far
away from the receptive field (thin line, white circles). Luminance-modulated gratings
were presented inside the receptive field at five different values of contrast selected
to span the dynamic range of each neuron. The monkey’s task was to detect a target
grating that could appear at an unpredictable time at the cued location. The dashed and
dotted lines show, respectively, percent and absolute difference in firing rate across the
two attention conditions, as a function of contrast. Adapted from Reynolds et al. (2000).

target. Each grating was presented at a contrast drawn at random from a set of five
contrasts that were selected to span the dynamic range of the neuron. Consistent
with the predictions of the contrast-gain model, attention caused a reduction in
neurons’ contrast-response thresholds, caused the strongest increases in response
for stimuli within or below the dynamic range of the neuron’s contrast-response
function, and caused only minimal changes in response for stimuli that were at
saturation contrast. This was the case for the neuron illustrated in Figure 1, which
showed no change in firing rate with attention at saturating contrast (80%), but
which exhibited a clear reduction in response threshold with attention. Figure 6
shows the contrast-response function, averaged across the population. The thin
solid line shows the response when attention was directed away from the receptive
field, and the thick solid line shows the response to the identical stimuli, when they
were attended. The dashed and dotted lines show percent and absolute difference
in firing rate across the two attention conditions, as a function of contrast. At zero
contrast (no stimulus present), there was a slight elevation in spontaneous activity,
consistent with previous reports (e.g., Luck et al. 1997). For stimuli chosen to
be below each neuron’s contrast-response threshold (subthreshold contrast), there
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was a clear and significant response. The largest increases in firing rate were
observed over the contrasts that were chosen to span the dynamic range of each
neuron’s contrast-response function. There was no significant effect of attention at
the highest contrast tested, which was chosen to be at or slightly above saturating
contrast. Similar results were found for both preferred and poor stimuli. In both
cases, attention shifted the contrast-response function to the left, consistent with
the prediction illustrated in Figure 3G. A detailed analysis of the data derived
from this experiment found that for a cell to detect an unattended stimulus as
reliably as it could detect an attended stimulus, the unattended stimulus would
have to be half again as high in contrast as the attended stimulus. That is, under the
conditions of this experiment, attention was worth a 51% increase in contrast, in
terms of improving stimulus detectability. Although this value would be expected
to change as a function of task difficulty (Spitzer et al. 1988) and brain area (Cook
& Maunsell 2002, Luck et al. 1997) it is corroborated by other studies that have
also quantified spatial attention in units of luminance contrast, including studies
conducted in MT by Martı́nez-Trujillo & Treue (2002) and in V4 by Reynolds &
Desimone (2003), who estimated that attending to a stimulus was equivalent to
increasing its luminance contrast by 50% and 56%, respectively.

Motter (1993) observed a pattern of responses consistent with the proposal
that attention increases the effective contrast of a stimulus. He recorded neuronal
responses in V1, V2, and V4, using bars of intermediate levels of contrast. For
some neurons, responses were stronger when attention was directed to the stim-
ulus in the receptive field, in contrast to when attention was directed to another
stimulus outside the receptive field. Notably, this difference in response was great-
est for stimuli presented near the peak of the neuron’s orientation tuning curve, as
would be expected if attention caused a multiplicative increase in the tuning curve.
McAdams & Maunsell (1999a) carefully quantified attention-dependent changes
in the orientation tuning curve and found that spatial attention does cause a mul-
tiplicative increase in the orientation tuning curve, without otherwise altering its
shape. In their experiment, they held contrast constant and varied the orientation of
a grating appearing alone in the receptive field. On some trials, monkeys attended
to the stimulus in the receptive field to report whether two successive gratings
differed in orientation. On other trials, they attended to stimuli appearing at a lo-
cation across the vertical meridian to report whether they differed in color. This
enabled McAdams & Maunsell to map out the neuron’s orientation tuning curve
under identical sensory conditions and to measure how it changed with attention.
As illustrated in Figure 7, attending to the receptive field caused a multiplicative
increase in the neuron’s orientation tuning curve. A related study demonstrated that
this increase in the gain of the orientation tuning curve enabled neuronal signals to
better distinguish the orientation of the stimulus (McAdams & Maunsell 1999b).

A third model property is that when two stimuli appear in the receptive field,
attending to one of them will cause either an increase or a decrease in response,
depending on the cell’s relative preference for the two stimuli (see Figure 3I), with
the magnitude of these changes growing in proportion to the neuron’s selectivity
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Figure 7 Attention increases tuning curves by a gain factor. Average normalized
orientation tuning curves computed across a population of area V4 neurons while the
monkey attended either to the location of a grating stimulus inside the receptive field
( filled squares) or to a location in the opposite hemifield (empty circles). The upper
curve is approximately a multiplicative version of the lower curve. Adapted from
McAdams & Maunsell (1999a).

for the two stimuli. As mentioned earlier, this pattern has been observed in sev-
eral single-unit recording studies of attention (Chelazzi et al. 1998, 2001; Luck
et al. 1997; Martı́nez-Trujillo & Treue 2002; Reynolds et al. 1999; Reynolds &
Desimone 2003; Treue & Martı́nez-Trujillo 1999; Treue & Maunsell 1996).
Figure 8, adapted from a study conducted by Treue & Martı́nez-Trujillo, illus-
trates attention-dependent increases and decreases in firing rate. Two patterns of
dots appeared within the classical receptive field of an MT neuron. One of them
(“pattern A” in Figure 8A) moved in the null direction for the neuron, and the other
(“pattern B”) moved in one of twelve directions of motion, selected at random on
each trial. The monkey either attended to the fixation point to detect a change in
its luminance or, on separate trials, attended to one of the two patterns of dots
to detect a change in the direction or speed of its motion. The neuronal response
when attention was directed outside the receptive field is indicated by the middle
curve in Figure 8B, which shows responses averaged over 56 neurons (sensory
response), aligned on the each neuron’s preferred direction of motion. Because
pattern A moved in each neuron’s null direction, pattern B was the more preferred
stimulus over a range of contrasts. Over this range, attending to pattern B elevated
the response, with the magnitude of this increase growing in proportion to the
neuron’s selectivity for the two stimuli. When attention was directed to the null
stimulus, the response was reduced, again, with changes growing in proportion to
selectivity.

A final prediction that follows from the idea that attention is equivalent to
an increase in contrast is illustrated in Figure 5D. As noted above, increasing
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Figure 8 Attention to a poor stimulus decreases the response to a pair of stimuli in MT,
and attention to a preferred stimulus elevates the response. (A) Stimuli. Two patterns of
dots appeared simultaneously in the receptive field of an MT neuron. One pattern (pattern A)
moved in the cell’s null direction. The other pattern (pattern B) moved in a direction that varied
from trial to trial. (B) Responses averaged across a population of MT neurons. The center
line shows the tuning curve to the pair, as a function of the orientation of Pattern B, when the
monkey attended to the fixation point to detect a change in luminance (the sensory response).
When attention was directed to the null stimulus (pattern A) the response was reduced (bottom
line). When attention was directed to pattern B, the response was increased. These increases
and decreases reflect a combination of both spatial and feature-based attention, which were
found to combine additively. Adapted from Treue & Martı́nez-Trujillo (1999).

the contrast of a stimulus in the surround causes suppressive effects that are well
characterized as a multiplicative reduction in the neuronal response, and this effect
has been modeled using a variant of the divisive normalization model described
above. If attention is equivalent to an increase in contrast, then, as illustrated in
Figure 5D, the effect of directing attention toward a stimulus in the receptive field
surround should be to reduce the gain of the orientation tuning curve derived from
a stimulus in the receptive field center.

This prediction has not been tested directly, but several studies provide pro-
visional support for the proposal that attention modulates center-surround inter-
actions. Ito & Gilbert (1999) measured the effect of directing attention to bars
appearing within the receptive fields of neurons in the primary visual cortex of the
macaque. They found that whereas attention had no effect when the bar appeared
alone in the receptive field, it had a pronounced effect when colinear bars appeared
in the receptive field surround, which suggests that attention modulated the sensory
interactions between center and collinear surround stimuli. Connor et al. (1996,
1997) found that V4 responses evoked by a stimulus in the RF changed when
attention was directed to one of several stimuli in the surround. Responses were
often stronger when attention was directed to a stimulus near the location of the
probe, possibly reflecting either the falloff of facilitation with distance from the at-
tended location, an increased likelihood of a shift of attention to probes appearing
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near the attended stimulus, or a shift in the receptive field. They also found a
much larger change in the overall responsiveness of the neuron, depending on
which surround stimulus was attended. Connor and colleagues did not measure
center-surround interactions, but it seems plausible that these changes in response
may have resulted from modulation of spatially asymmetric center-surround mod-
ulations, as have been found in cat primary visual cortex (Xiao et al. 1995) and
in macaque area MT (Walker et al. 1999). Connor and colleagues concluded that
such position-dependent changes in responsiveness could help encode the position
of stimuli with respect to the locus of attention, which could be useful for object
recognition (Salinas & Abbott 1997).

Motter (1993) provided what is perhaps the most direct evidence that attention
modulates center-surround interactions. He examined attention-dependent changes
in the orientation tuning curve. As noted above, Motter found that some neurons
showed an increase in response when attention was directed to a single stimulus
within the receptive field. He also found, however, that many neurons were mod-
ulated by attention only when multiple stimuli appeared in the visual field. He did
not explicitly measure the suppressive surrounds of the neurons he studied. How-
ever, the pattern of suppressive effects he observed when attention was directed
to stimuli outside the receptive field is consistent with the pattern that would be
predicted if attention increased the effective contrast of stimuli in the surround. He
examined whether the attention effect reflected an increase in response when at-
tention was directed to the center stimulus or a decrease in response when attention
was directed to one of the stimuli outside the receptive field. He measured orien-
tation tuning curves when the center stimulus appeared alone in the visual field
during passive fixation and compared these curves with tuning curves measured
when the monkey attended either to the stimulus in the receptive field or to one of
the extrareceptive field stimuli. For about 50% of the cells modulated by attention
under these conditions, attention to the stimulus in the surround caused a reduction
in response, especially at the peak of the orientation tuning curve. This attention
effect is illustrated in Figure 9, which shows the response for one such neuron.
The upper dashed line shows the orientation tuning curve mapped out during fix-
ation. The lower dashed line shows the tuning curve that was mapped out when
the monkey attended to the stimulus in the receptive field. There is no clear differ-
ence. However, when the monkey attended to the stimuli that appeared outside the
classical receptive field, including those in the surround, the peak responses were
reduced in magnitude.

SOURCES OF SIGNALS THAT MODULATE
RESPONSES IN VISUAL CORTEX

The experiments described above demonstrate that spatial attention causes changes
in the neuronal response that mirror the effects of increasing the effective contrast of
the attended stimulus. Research from many laboratories using a variety of different
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Figure 9 The orientation tuning curve of a V2 neuron was suppressed when the
monkey attended to stimuli appearing outside the receptive field. The upper dashed
line shows the tuning curve measured when the stimulus in the receptive field appeared
alone, during passive fixation. The solid lines show the tuning curve measured when
additional stimuli were present outside the receptive field, and the monkey attended to
the stimulus in the receptive field (black circles). The lower dashed line (white circles)
shows the tuning curve measured when the monkey attended to the stimuli outside the
field. Attending to the stimuli outside the receptive field reduced the response when
the stimulus in the receptive field was presented at the neuron’s preferred orientation.

techniques have identified potential sources for the feedback signals that modulate
visual cortical responses during spatially directed attention (for a recent review,
see Corbetta & Shulman (2002). These sources include the pulvinar (reviewed
by Sherman (2001), parts of the parietal cortex (Bisley & Goldberg 2003, Colby
& Goldberg 1999, Gottlieb et al. 1998, Mountcastle et al. 1987, Steinmetz &
Constantinidis 1995), the frontal eye field (FEF; reviewed by Schall 1995), and
the superior colliculus (Basso & Wurtz 1998, Wurtz & Goldberg 1972). Space
constraints preclude us from detailing the important advances made over the past
decade in understanding the roles of these structures in guiding spatial attention.
We therefore mention briefly two experiments that have directly examined the role
of one of these structures (FEF) in modulating contrast sensitivity at the behavioral
and neuronal levels.

Investigators have long known that FEF plays a role in the control of saccadic
eye movements (Robinson & Fuchs 1969) and in the selection of stimuli during
visual search (for a review, see Thompson et al. 2001). Sensitivity to stimuli is
increased at the location targeted by an impending saccade (Chelazzi et al. 1995,
Hoffman & Subramaniam 1995, Moore et al. 1998, Shepherd et al. 1986). FEF has
direct anatomical projections to visual areas that are modulated by spatial attention,
including areas V2, V3, V4, MT, MST, TE, and TEO, as well as to other potential
sources of top-down attentional control, such as area LIP (Stanton et al. 1995).

To establish a causal link between attention-dependent increases in contrast
sensitivity and FEF activity, Moore & Fallah (2004) measured changes in contrast
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Figure 10 Microstimulation of FEF increases contrast sensitivity. (A) Microstimulating
a site in FEF at high current moves the eyes from fixation to a location referred to as the
movement field. (B) During the attention task, the monkey maintained fixation while attending
to a target within the movement field (MF) to detect a slight change in luminance. Distracters
appeared throughout the visual field. On randomly selected trials, current was injected into
FEF at levels too low to elicit an eye movement. (C) A staircase procedure was used to
determine threshold luminance changes with (black circles) and without (white circles) FEF
stimulation. Thresholds were reduced by FEF stimulation. (D) For each session, the change
in sensitivity was computed by taking the ratio of threshold luminance changes with and
without FEF stimulation. Across sessions, contrast sensitivity increased, as indicated by the
rightward shift in the histogram. Adapted from Moore & Fallah (2001).

detection thresholds following electrical stimulation of FEF neurons. As illustrated
in Figure 10A, electrical stimulation of FEF neurons causes the eyes to move from
the fixation point to a particular location, referred to as the movement field of
the neurons at the stimulation site. After determining the movement field, Moore
& Fallah had monkeys perform a task, in which they reported a brief change in
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the luminance of a target stimulus, to earn a juice reward. The target appeared
either inside or outside the movement field. Distracter stimuli appeared randomly
at locations throughout the visual field, which increased task difficulty (Figure
10B). On a randomly selected subset of trials, Moore & Fallah injected current
calibrated to be too weak to elicit an eye movement. They used a staircase procedure
to determine the minimum luminance change required for the monkey to achieve a
threshold level of performance, on trials with and without stimulation. Stimulation
reduced the level of luminance contrast required to reliably detect the change.
This finding is illustrated for an example session in Figure 10C, which shows the
contrasts generated by the staircase procedure used to determine threshold. For this
session, stimulation reduced the threshold luminance change from 44% to 28%.
The effect of microstimulation was spatially specific: The monkey only benefited
from stimulation when the target appeared within the movement field. Across
sessions, stimulation improved sensitivity, as indicated by the rightward shift in
the distribution of changes in sensitivity appearing in Figure 10D. These results thus
show that stimulation of FEF improves contrast sensitivity at the movement field
location, in much the same way that spatial attention improves contrast sensitivity
in V4 neurons (Reynolds et al. 2000).

Moore & Armstrong (2003) reasoned that FEF stimulation might, therefore,
cause increased responsiveness in V4 neurons. To test this hypothesis, they iden-
tified the site in FEF whose movement field overlapped with the receptive fields
of a set of neurons in area V4 and measured the effect of FEF microstimulation
on neuronal responses in V4 (see Figure 11A). They found that FEF stimula-
tion caused the neuronal response to increase. This increase in response with
FEF stimulation is illustrated in Figure 11B, which shows responses of a single
V4 neuron with and without stimulation. The time course of stimulus presenta-
tion (RF stim) and current injection (FEF stim) are illustrated at the top of the
panel. The neuronal responses in the two conditions are indicated at the bot-
tom of the figure. Stimulation was injected 500 ms after the appearance of the
stimulus, at which point the stimulus-evoked response had begun to diminish
in strength. The average response on microstimulation trials (gray) was clearly
elevated following electrical stimulation, relative to nonstimulation trials. This in-
crease in response did not simply reflect antidromic activation directly from FEF,
as there was no increase in baseline activity when FEF stimulation occurred in
the absence of a visual stimulus in the receptive field. Moore & Armstrong (2003)
did not vary luminance contrast. However, consistent with an increase in effec-
tive contrast, they found that stimulation caused a greater increase in response
when a preferred stimulus appeared in the receptive field, in contrast to when
a poor stimulus appeared in the RF. This finding is illustrated in Figure 11C.
The left two bars show the mean increase in response caused by stimulation when
a nonpreferred (np) or a preferred (p) stimulus was present in the receptive field.

In a final set of conditions, Moore & Armstrong found that FEF microstim-
ulation appeared to filter out the suppressive influence of distracter stimuli ap-
pearing outside the receptive field. They placed a second visual stimulus outside
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Figure 11 FEF microstimulation increases neuronal responsiveness in V4. (A) Subthreshold
microstimulating current was injected into FEF while neuronal activity was recorded from
V4. (B) The visual stimulus appeared for one second (RF stim). And 500 ms after the onset
of the visual stimulus, FEF was electrically stimulated for 50 ms (FEF stim). The response
of a single V4 neuron with (gray) and without (black) FEF microstimulation appears below.
The apparent gap in response reflects the brief period during which V4 recording was paused
while current was injected into FEF. Following this interruption, recording continued. The V4
neuron had elevated responses on trials when FEF was electrically stimulated, as compared
to trials without FEF stimulation. (C) Mean effect of FEF stimulation with various stimulus
configurations. See text for details. Adapted from Moore & Armstrong (2003).

the receptive field and examined the effect of stimulating the portions of FEF
whose movement fields corresponded to the RF. They found that the addition of
the distracter outside the classical receptive field often led to a reduction of the re-
sponse elicited by the stimulus in the center, in particular when the center stimulus
was a preferred stimulus for the cell, consistent with divisive surround inhibition.
Then, when they stimulated FEF, the neuronal response increased. This increase
was more than twice the increase observed in the absence of an extra-RF stimulus,
consistent with the proposal that stimulation modulated center-surround interac-
tions. In a final condition, they tested whether they could magnify the suppressive
effect of the extra receptive field stimulus. They moved their electrode to the FEF
location corresponding to the suppressive distracter. Microstimulation resulted in
a marked suppression of the response elicited by the preferred stimulus in the
RF (rightmost bar). Stimulation at the same location when the distracter was ab-
sent had no effect on the response of the recorded V4 neuron. These stimulation
findings are strikingly consistent with Motter’s (1993) observation that directing
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spatial attention to an extra-RF stimulus often leads to a decrease in firing rate
elicited by a preferred stimulus in the center.

These studies thus establish that FEF microstimulation has effects at the behav-
ioral and at the neuronal level which mimic the effect of spatial attention. At the
behavioral level, FEF stimulation causes an increase in contrast sensitivity. At the
neuronal level, it increases the response elicited by a stimulus in the RF, an effect
that is stronger for a stimulus that is of the neuron’s preferred orientation. Stimu-
lation of an FEF site whose movement field corresponds to a stimulus outside the
RF magnifies the suppressive influence of the extra receptive field stimulus.

MECHANISMS OF RESPONSE ENHANCEMENT

The experiments described above indicate that spatial attention involves feedback
signals from areas, including the FEF, which modulate the responses of visual
cortical neurons in ways that mimic increases in the contrast of the attended stim-
ulus. Recent intracellular recording studies using the dynamic clamp technique
provide insight into how such a change in effective contrast could take place, by
characterizing how changes in the variance of excitatory and inhibitory inputs to a
neuron can change its sensitivity to excitatory input. The dynamic clamp technique
makes it possible to simulate different patterns of conductance changes that result
from the activity of a network of neurons that synapse on a recorded neuron, and
to measure their influence on the neuron’s response to injected current. Chance
et al. (2002) used this technique to record the responses of rat cortical neurons
to a steady injected current at different amplitudes. They could change the neu-
ronal response gain by introducing a noisy barrage of excitation and inhibition.
Excitation and inhibition were balanced to avoid directly changing the average
membrane potential of the neuron. Fellous et al. (2003) extended this finding by
varying excitatory and inhibitory modulatory inputs separately (see also Shu et al.
2003 for related findings). Their experiments show that an increase in the variance
of either inhibitory or excitatory synaptic inputs can increase neuronal gain. The
most obvious way to increase the variance of inputs, and thus to improve neuronal
sensitivity, would be to increase the degree of correlation between the neurons that
provide input to the cell. Thus, these observations provide a potential biophysical
mechanism by which increases in response synchronization among neuronal affer-
ents could cause the increases in neuronal responsiveness observed with attention
(for further discussion of this idea, see Crick & Koch 1990, Salinas & Sejnowski
2001, Niebur et al. 2002).

Two recent studies of attention lend support to this proposal by documenting
measurable changes in synchrony with attention. Steinmetz et al. (2000) recorded
responses in monkey somatosensory cortex and found that the degree to which neu-
rons fired synchronously was higher during a tactile discrimination task than during
a visual discrimination task. Fries et al. (2001) found evidence of an increase in
high frequency synchronization among macaque V4 neurons when attention was
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directed to the stimulus within their overlapping receptive fields. Although ad-
ditional experiments are needed, these studies, taken together with the dynamic
clamp studies described above, suggest that response synchronization of affer-
ent neurons may mediate the changes in response sensitivity and response gain
observed with attention.

FEATURE-BASED AND OBJECT-BASED ATTENTION

Although we have primarily focused on studies of spatial attention, attention also
can be directed to nonspatial features. Selectively enhancing sensitivity to a non-
spatial feature may play a role in guiding attention during visual search (Wolfe
et al. 1989). Although we know less about the mechanisms by which feature-
based attention modulates visual responses, some similarities exist between the
two types of attention that suggest they may depend on related mechanisms. Brain-
imaging studies have found that directing attention to a particular feature, such as
motion, causes increases in neuronal activity in areas selective for the attended
feature (e.g., Beauchamp et al. 1997, Corbetta et al. 1991, O’Craven et al. 1997,
Saenz et al. 2002, Saenz et al. 2003). Consistent with this finding, single-unit
recording studies in the monkey have found feature-selective elevations of neu-
ronal activity (Chelazzi et al. 1993, 1998; Haenny et al. 1988; Haenny & Schiller
1988; Maunsell et al. 1991; Motter 1994a,b; Treue & Martı́nez-Trujillo 1999).
Chelazzi et al. (1993, 1998) recorded responses of inferotemporal cortex neu-
rons in monkeys as they performed the task illustrated in Figure 2. They found
that, unlike V4, inferotemporal neurons selective for features of the search tar-
get exhibited elevated levels of activity during the blank interval, prior to the
appearance of the search array. This finding is consistent with earlier studies of
delay activity in inferotemporal cortex (e.g., Fuster & Jervey 1981). As in V4 (see
Figure 2) inferotemporal neurons elicited stronger responses to the search array
on trials when their preferred stimulus was the target.

Feature-based attention modulates the response elicited by a single stimulus
appearing in the receptive field of a V4 neuron (Motter 1994a,b). The task used
in this experiment is illustrated in Figure 12A. At the beginning of each trial, the
fixation point indicated the task-relevant color for that trial. Then, an array of
oriented bars appeared in the visual field, half of which were of the task-relevant
color, and half of which were of another color. After a delay, all but two bars, one
of each color, disappeared, and the monkey had to indicate the orientation of the
remaining bar that matched the color of the fixation point. Motter found that the
response elicited by the bar in the receptive field during the array presentation was
higher when the bar was of the task-relevant color. As illustrated in Figures 12B–D,
this elevation occurred for both a preferred and a nonpreferred but excitatory
stimulus, but it was more pronounced for the preferred stimulus. Figure 12B shows
the population mean response when a bar of the neuron’s preferred color and
orientation appeared in the receptive field, and either matched (upper line, M)
or did not match (lower line, NM) the cued color. Figure 12C shows comparable
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Figure 12 Feature-based attention modulates V4 neurons. (A) Task. Each trial began with a
fixation point whose color indicated the color that was task relevant and thus had to be attended
in that trial (“initial fixation”). An array of oriented bars appeared (stimulus presentation), a
subset of which were of the task-relevant color. All but one bar of each color then disappeared,
and the monkey reported the orientation of the task-relevant colored bar to earn a juice reward.
(B) Population response elicited by the bar of the preferred color and orientation, when the
color of the bar matched the task-relevant color (M) or did not match the task-relevant color
(NM). Responses were much stronger when the bar was task relevant and was therefore
attended. (C) The response elicited by stimuli that were of a nonpreferred color or orientation
was also elevated when their color was attended. (D) Neurons maintained their response
selectivity regardless of attention condition, as indicated by positive differences between the
preferred and the poor stimulus responses.

responses when a nonpreferred stimulus appeared in the receptive field. As was true
of the preferred stimulus, the response was higher when the monkey attended to the
color of the stimulus in the receptive field. Neurons maintained their selectivity for
the preferred and poor stimuli, regardless of which color was attended. This finding
is illustrated in Figure 12D, which shows differences in the response elicited by
the preferred stimulus and the poor stimulus on matching trials (upper line, M)
versus nonmatching trials (lower line, NM).
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Feature-based attention modulates responses throughout the visual field, even
when spatial attention is directed to a particular location (Treue & Martı́nez-Trujillo
1999). In Treue & Martı́nez-Trujillo’s task, a pattern of dots appeared within the
receptive field of an MT neuron, moving in the neuron’s preferred direction of
motion, and a second pattern of dots appeared at a location in the opposite vi-
sual hemifield, moving either in the same or the opposite direction. The monkey
performed a task requiring it to detect brief changes in the motion of this second
stimulus. Treue & Martı́nez-Trujı́llo found that the neuron’s response to the pre-
ferred stimulus in its receptive field was stronger when the monkey attended to a
contralateral stimulus moving in the same, as compared to the opposite, direction.
They concluded that, like spatial attention, this feature-based attention effect is
multiplicative. Thus, these experiments raise the possibility that feature-based at-
tention may operate on principles similar to those that govern spatial attention: by
increasing the sensitivity of neurons to stimuli that contain the attended feature.

In addition to spatial and feature-based attention, psychophysical, imaging,
and event-related-potential studies have demonstrated that attention can select
whole objects. When an observer makes a judgment about one feature of an object
(e.g., its color) simultaneous judgments about other features of the same object
(e.g., its orientation and motion) are made efficiently and do not interfere with the
first judgment (e.g., Blaser et al. 2000, Duncan 1984, Mitchell et al. 2003, Reynolds
et al. 2003, Valdes-Sosa et al. 1998). This finding is considered evidence that di-
recting attention to one feature of an object causes all of the object’s features to be
selected together. Consistent with this interpretation, O’Craven et al. (1999) found
that discriminating one feature of an object results in increased cerebral blood
flow in cortical areas that respond to the task-irrelevant features of the attended
object, but not in areas that respond to features of an unattended overlapping ob-
ject. Schoenfeld et al. (2003) found similar results using a combination of methods
[fMRI, event-related potentials (ERPs), event-related magnetic fields (ERFs)] that
enabled them to measure the time course over which attention to a task-relevant
feature of an object facilitates processing of a task-irrelevant feature of the same ob-
ject. In their task, observers viewed two spatially superimposed patterns of dots that
moved in opposite directions, yielding the percept of two overlapping transparent
surfaces. They attended to one of the surfaces to detect a change in speed. Occasion-
ally, one of the surfaces changed color, a change that was task irrelevant. Schoen-
feld and colleagues identified a region in the fusiform gyrus that showed elevated
BOLD responses when this color change occurred. This area was more active when
the color change took place on the attended surface than when it took place on the
unattended surface. By carefully comparing the time courses of ERP/ERFs when
the color change occurred on either the attended or the unattended surface, they
concluded that attention to one feature of an object (here, motion) causes enhance-
ment of other features of the same object (here, color) with a delay of 40–60 ms.

The mechanisms by which attention to one feature spreads to other features
of the same object while avoiding features of unattended objects are even less
well understood than are the mechanisms that modulate feature-based attention.
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However, the psychophysical evidence for object-based attention is compelling,
and the above imaging/ERP/ERF studies provide additional evidence that task-
irrelevant features of objects are selected, even when stimuli are spatially superim-
posed and could not, therefore, be selected by a purely spatial attention mechanism.
It will be of interest in the coming years to see whether relatively simple mecha-
nisms like those that subserve spatial attention can be identified as neural correlates
of feature-based and object-based attention.
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