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The nature of signal integration in space and time by neurons in
the visual cortex is a fundamental problem in cortical physiolo-
gy. There has been increasing interest in intracortical interactions
among neurons outside the classical receptive field1–3. These inter-
actions are important because they may form the neural basis for
feature linking5,6, contextual effects4 and figure–ground modu-
lation of neural responses7. Studies investigating these interac-
tions usually distinguish between stimuli within the classical
receptive field and those that fall on the ‘surround’ or outside the
classical receptive field4–7. By measuring response as a function
of stimulus area, we determined the spatial extent of the central
region of the classical receptive field of a visual cortical cell at
various contrasts. Preliminary estimates of spatial summation
revealed surprising stimulus dependence, prompting the present
investigation. We found that the extent of spatial summation
shrinks at high stimulus contrast, suggesting a new view of cor-
tical spatial summation.

Understanding the mechanism of contrast’s effect on spatial
summation requires dissecting contributions of central excita-
tion from those of surround inhibition. For many cortical neu-
rons, responses are inhibited by stimulation in the ‘surround’ of
the receptive field1–3. One computational model8 suggests that,
at increased contrast, the surround grows relatively stronger, pre-
dicting the reduced spatial summation observed in a preliminary
study of length summation in cat visual cortex (B. Jagadeesh &
D. Ferster, Soc. Neurosci. Abstr. 16, 130.11, 1990). To evaluate the
role of the surround in contrast’s modulation of spatial summa-
tion, we modified an analysis technique from retinal and corti-
cal physiology and approximated the area–summation curves
with a difference of Gaussians (DOG) model9–11. We found that
increasing stimulus contrast decreased the size of the receptive-
field center, but had little effect on surround suppression5. Our
data suggest that contrast’s modulation of receptive-field size
involves changes of excitatory coupling between cortical cells.

RESULTS
Area–summation curves for 85 cells were measured by stimulat-
ing each with circular patches of drifting sinusoidal gratings. We

conducted length and width summation experiments on a sub-
set (n = 42) of this population using rectangular patches vary-
ing in only one dimension. The spatial frequency, temporal
frequency and orientation of the gratings were optimized in each
case; responses were measured as a function of the patch radius,
half-length or half-width. All cells increased responses as the size
of the patch was increased from 0.1°. After initial summation,
some cells showed response suppression (Fig. 1a and b), where-
as others asymptoted (Fig. 1c). The optimal stimulus radius for
spatial summation (indicated by arrows) was defined as the
radius of the peak response (Fig. 1a and b) or, if there was no
peak (Fig. 1c), the radius at which the response reached 95% of
its asymptotic value. In all cells, optimal stimulus radius
decreased as stimulus contrast increased.

Acquired area–summation curves were empirically fit with
the difference of the integral of two Gaussians (see Methods and
Fig. 2a). The narrower Gaussian is the excitatory, center mecha-
nism and the broader Gaussian represents the surround mech-
anism. This function accurately captures the features of the
summation curves (Fig. 1) and, under the assumption that the
model is conceptually correct, allows one to separate the relative
contributions of inhibition and excitation. The individual exci-
tatory and inhibitory components (Fig. 2b and c) for the cell in
Fig. 1a were compared, allowing us to estimate the space con-
stant and gain of each Gaussian component.

The center of the difference of Gaussians (DOG) model char-
acterizes the spatial envelope of sensitivity of the classical recep-
tive field. The ‘center’ Gaussian can be treated as the envelope of
the Gabor function that describes, approximately, the receptive
field’s sensitivity distribution11,12. Similarly, the ‘surround’ Gauss-
ian overlapping the center mechanism can be thought of as the
spatial envelope of sensitivity of a suppressive receptive field com-
posed of several subregions11,13. As a first approximation, the
model assumes that ‘center’ and ‘surround’ signals sum linear-
ly. Additional nonlinear processes may describe the data even
better. In terms of the DOG model, the main effect of contrast
is on the excitatory space constant. As the DOG model provides
a compact and accurate description of the data, we used it to
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Stimulation outside the receptive field of a primary visual cortical (V1) neuron reveals intracortical
neural interactions1–6. However, previous investigators implicitly or explicitly considered the extent
of cortical spatial summation and, therefore, the size of the classical receptive field to be fixed and
independent of stimulus characteristics or of surrounding context. On the contrary, we found that
the extent of spatial summation in macaque V1 neurons depended on contrast, and was on average
2.3-fold greater at low contrast. This adaptive increase in spatial summation at low contrast was
seen in cells throughout V1 and was independent of surround inhibition.
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infer possible neural mechanisms for spatial summation.
Separate examination of each parameter’s contribution with-

in the DOG model allows better appreciation of its influence on
spatial summation. For a hypothetical response curve (solid
curve, Fig. 2d–f) and a particular excitatory gain, Ke, we varied
the value of the excitatory or inhibitory space constants, a or b,
and/or the inhibitory gain, Ki, independently. As a was decreased
with other parameters kept fixed, stimulus radius eliciting peak
summation decreased, and responses declined more sharply for
radii above and below this peak value. (Fig. 2d). Changing the
space constant of inhibition strongly influenced the rate at which
inhibition developed with radius, but did not change the radius
of peak summation (Fig. 2e). Increasing the gain of inhibition,
Ki, reduces the radius of peak summation, but the shift is modest
and associated with strongly reduced responses (Fig. 2f). If exci-
tation and inhibition, Ke and Ki, were increased proportionally
as by an increase in contrast, the degree of shift in peak summa-
tion was negligible. Together, these simulations showed that the
excitatory space constant, a, has the largest and clearest effect on
the radius of peak summation. The value of a obtained from the
low-contrast fit does not produce an acceptable fit to the high-
contrast data containing a peak shift (data not shown); further-
more, no single values of a and b allow fits at both high and low
contrast. Therefore, a must change when the peak shifts.

To quantify the contrast dependence of spatial summation,
we estimated the excitatory space constant, a, at two contrast lev-
els in each cell. These levels were near the low and high ends of
the sloping region of the cell’s contrast–response function. Strict
criteria for stimulus contrast were used: responses to the low con-

trast were significantly greater than the spontaneous firing rate
(two standard deviations or more), and high-contrast respons-
es were below 90% of the saturating response. It was crucial to
avoid response saturation that might yield spuriously low esti-
mates of the center’s excitatory space constant, a, if response
amplitude saturated at small patch radius. The index of the con-
trast-dependent shift in the excitatory space constant, a, is the
ratio of a at low to a at high contrast; a ratio greater than unity
means that the excitatory space constant is greater at low than at
high contrast. On average, this ratio was greater than unity for
the entire population of cells (mean, 2.3; Wilcoxon test, p < 0.001;
Fig. 3d) as measured with circular patch summation. We find
similar results for length summation (mean, 2.7; Fig. 3e) and
width summation (mean, 1.9; Fig. 3f).

The size of the classical receptive field has been typically esti-
mated as the size of an optimal grating4,11 or the length of an
optimal-width bar14 that elicits a maximal response. In order to
confirm that the measures of receptive-field size estimated from
the excitatory space constant, a, of the DOG model agreed with
the classical estimates (arrows in Fig. 1), we compared them
directly to show significant correlation (r2 = 0.75, p < 0.001).
Contrast-dependent changes in empirical receptive-field size
also correlate with changes in a (Fig. 4). Therefore, contrast-
dependent changes in a can account for most of the change
observed in the optimal summation radius. The excitatory space
constant is greater if measured with a low-contrast stimulus than
if measured with a high-contrast stimulus for summation either
over a circular patch or along the length or width dimension
(Fig. 3a–c).
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Fig. 1. Spatial summation responses for three V1 neurons. The visual
stimulus was a circular patch of sine-wave grating at the cell’s preferred
orientation and spatial and temporal frequency. Response magnitude is
the mean rate (spikes per s) for complex cells and the first harmonic
amplitude (spikes per s) for simple cells. (a) Summation for a complex cell
from layer 4B at low (0.05) and high (0.15) contrasts. (b) Summation pro-
file for a complex cell in layer 6. Responses are shown for low (0.10) and
high contrast (0.31). (c) Spatial summation curves for a simple cell in layer
6 at low (0.10) and high (0.28) contrast. Contrast levels were chosen to
cover the dynamic range of the cell but avoid saturation at high contrast.
The dotted horizontal line indicates the mean spontaneous firing rate;
open, horizontal arrows show two standard deviations of the mean spon-
taneous firing rate; dashed lines show each cell’s saturating response. The
vertical arrows indicate the radius of the peak response (maximum) for
low and high contrast, or if there was no clear response peak, the radius
at which responses first reached 95% of the maximum. The smooth
curves were fit to the data using the DOG model described in Methods11.
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Cells were assigned a cortical depth and layer by histological
reconstruction of the electrode track (see Methods)15. Similar
magnitude shifts in a were seen in both simple and complex cells
of all cortical layers (Fig. 5a). This was also true for both length
and width summation (Fig. 5b). Since the ratio alow/ahigh was ∼ 1
for many cells and was broadly distributed, it is unlikely that the
larger values of alow/ahigh derive from inherent properties of the
LGN input.

Separately, we estimated the effect of contrast on surround
suppression. After fitting the summation curves with the DOG
function, we separated the excitatory and inhibitory Gaussian
components and used the ratio of inhibitory to excitatory area,

SI = (Kib)/(Kea) (1)

as a suppression index (SI; Fig. 2a). The difference between this
ratio at low and high contrast, 

D = (SIlow – SIhigh), (2)

is a measure of the change in surround suppression strength
with contrast: positive values of D indicate less surround inhi-
bition and negative values more surround inhibition at increased
contrast.

The effect of contrast on surround suppression was variable.
In 70% of the cells, the ratio of inhibition to excitation, SI,
decreased with increasing contrast. However, in 30%, surround
suppression increased as contrast increased. The change in sur-
round suppression, D, was broadly distributed around a mean
of +0.06 (Fig. 6). On average, surround strength seemed unaf-
fected by contrast. The lack of consistent change in surround
suppression strength with contrast makes it unlikely that con-

trast-dependent changes in surround suppression contributed
to the observed changes in the excitatory space constant with
contrast. Nevertheless, we confirmed a lack of significant corre-
lation (r2 = 0.2) between D and the change in the excitatory space
constant with contrast (alow/ahigh). Although change in the
strength of inhibition (Kib/Kea) is not correlated with the change
in optimal summation, there is probably a concomitant change in
the space constant of inhibition, b, with changes in the excitato-
ry space constant. Because the individual parameters Ki and b
were not independently constrained in our fits, we consider only
the product, Kib, which is well constrained.

Comparing the area–response curve in Fig. 1 with our esti-
mates of alow/ahigh and D allows us to gain some intuition about
the relationship between the DOG model and the actual data. For
the neuron in Fig. 1a, the excitatory space constant ratio a was
2.62; in Fig. 1b, it was 1.48 and in Fig. 1c, 2.54. For the same cells,
the change in the ratio of surround to center strength varied with
contrast: in Fig. 1a, D = 0.03; in Fig. 1b, D = 0.02 and in Fig. 1c, 
D = 0. Note that the increase in surround-to-center ratio at high
contrast was negligible in Fig. 1a (D = 0.03), whereas the center
size shrank with increasing contrast by a factor of 2.62.

Cases in which the excitatory space constant changed but inhi-
bition remained weak support the idea that a changes indepen-
dent of inhibition. For a subpopulation with SIlow and SIhigh less
than 0.3 (n = 11, Fig. 7a), the excitatory space constant ratio
(alow/ahigh) follows the trend observed for the entire population
(mean, 2.7; Fig. 7b and c). The change in the inhibitory strength,
D, with contrast is not significant for any of these cells.

DISCUSSION
The envelope for stimulus summation in cortical cells appears
to shrink as contrast is increased. At threshold, detection of sig-
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Fig. 2. Difference of Gaussians model for cortical
receptive fields. (a) Ke and a are the strength and space
constants of the center, and Ki and b, those of the sur-
round. The SI is defined as the ratio of area under the
inhibitory Gaussian to the area under the excitatory
Gaussian, where SI = (Kib)/(Kea), and the difference in
surround suppression, D, is given by D = SIlow – SIhigh.
Positive values indicate reduced surround inhibition as
contrast is increased. Dashed and dotted Gaussians
represent excitation and inhibition, respectively and the
solid curve is the combined DOG model. (b, c) Dashed
and dotted curves represent integrals of the excitatory
and inhibitory components and the solid curve the lin-
ear combination of these components that best fits the data. Solid curves were taken from the example in Fig. 1a. (d–f) Simulated changes in compo-
nents of the DOG model. Solid curves show initial conditions preserved across examples d–f. (d) Ke, Ki and b are fixed as a is varied. Reduction in a
produces a dramatic decrease in the summation peak. (e) Ke, Ki and a are fixed while b is increased. There is no decrease in the summation peak as b
grows. (f) Ke, a and b are fixed as Ki increases. Increasing Ki produces modest decreases in peak summation.
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nals by cells with different receptive-field areas should be pro-
portional to the square of the excitatory space constant, a2:

contrast sensitivity = (contrast gain)(a2). (3)

Therefore, for a given contrast gain, the 2.3-fold average increase
in receptive-field center radius at low contrast would require sen-
sitivity to low-contrast stimuli to be (2.3)2-fold greater than if
the receptive-field size were the same as at high contrast. Simi-
larly, localization sensitivity at a given contrast can be defined as
the slope of the radius–summation curve midway between zero
and the radius of peak summation. When the width of the sum-
mation curve is reduced at high contrast, the slope will increase,
proportionally increasing localization sensitivity. The visual sys-
tem thus achieves improved sensitivity at low contrast and
improved localization at high contrast. Based on our observa-
tions, one can conclude that the visual cortex accomplishes this
task by altering the spread of excitation independent of surround
suppression.

Our results are strong evidence
that the receptive field is not size
invariant, but depends on stimulus
conditions. Others have challenged
the static nature of receptive-field
size, but the results and conclusions
of earlier studies were not com-
pletely convincing. Dynamic con-
text-dependent changes in
receptive-field size have been
reported in cat visual cortical neu-
rons after stimulating with an arti-
ficial scotoma. However, others
have failed to reproduce these
results, finding a change in response
gain but no measurable change in
the receptive-field size17. Another
study claimed to see contrast-
dependent changes in spatial sum-
mation similar to those reported
here18. However, because this report
included areal summation data
from only one cat cortical cell, it is
difficult to judge the magnitude and
generality of the phenomenon. A
preliminary report on length sum-
mation in cat cortical cells showed

summation changes with contrast that resemble our data on
monkey cortical neurons (B. Jagadeesh & D. Ferster, Soc. Neu-
rosci. Abstr. 16, 130.11, 1990), but these results may result from
saturation of response amplitude at high contrast. It has been
shown that flanking inhibition is reduced by lowering contrast
of a central stimulus5. These findings are consistent with
increased spread of excitation along the length dimension under
low-contrast stimulation, but one cannot distinguish this pos-
sibility from response facilitation independent of a spatial
change in excitation. However, our findings of receptive-field
size variation with contrast demonstrate robustly and signifi-
cantly increased spread of excitation under low-contrast 
stimulation.

One inhibition model used to account for decreased spatial
summation at high contrast requires surround suppression to
increase with increasing contrast8. However, we found no corre-
lation between contrast-dependent changes in the excitatory space
constant and SI in monkey V1. Explanation of our data requires

articles

Fig. 3. Dependence of excitatory spread
on stimulus contrast. (a–c) Scatter plot
of excitatory space constant parameter
at high versus low contrast measured for
circular patch summation, length sum-
mation and width summation respec-
tively. (d–f) Histogram of the entire
population, showing the ratio (alow/ahigh)
of the excitatory spread at low to high
contrast for each cell for area, length and
width summation respectively. A value
greater than unity indicates that the exci-
tatory space constant is smaller when
measured with high contrast stimuli. The
arrow indicates the population average.
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a

mechanism that is independent of surround suppression. One
possible mechanism involves contrast modulation of lateral exci-
tation from cortical connections.

The cellular and/or network basis for the effect of contrast on
corticocortical excitation must increase the excitatory space con-
stant at low contrast and decrease it at high contrast indepen-
dent of surround suppression. We hypothesize that, under
conditions of low contrast stimulation, lateral excitatory con-
nections between cortical neurons with spatially nonoverlapping

receptive fields are strong. This lateral coupling enhances spatial
pooling of their receptive fields and increases the effective size of
the central receptive field. As the input signal increases, lateral
connections are weakened and spatial pooling is similarly
reduced. One cellular mechanism for changing lateral coupling is
depression of excitatory corticocortical synapses at higher levels
of mean activity caused by higher contrast19–21. Another possi-
bility is the increased shunting of lateral EPSPs resulting from
tonic inhibition elicited by increased cortical activity at higher
contrast22–25. For both hypothetical mechanisms, signals from
farther away requiring polysynaptic transmission would under-
go greater attenuation when mean cortical activity increased.
Whatever the mechanism, it is clear that the cortex can rapidly
adapt spatial summation; it is not a fixed, passive filter of the
visual scene.

Reduction of spatial integration at high contrast makes func-
tional sense. A strong signal created by a high-contrast stimulus
gives the cortex the ability to spatially localize image features. At
low contrast, localization is sacrificed to achieve the high sensi-
tivity and better detection capabilities provided by greater spa-
tial summation. The adaptive change of spatial signal summation
with contrast allows the visual system to optimize performance
under changing stimulus conditions.

The effect of contrast on cortical receptive-field size is also
relevant to our understanding of cortical contrast gain con-
trol13,26,27, and to cortical adaptation in general. Previous mod-
els of cortical contrast gain control25 shared one salient feature
with accounts of center–surround interaction in cortex—both
assumed that spatial summation within the conventional recep-
tive field was invariant with stimuli or context. Thus, they
assumed a fixed spatial input to the cortical cell that could be
modulated in amplitude or time course. On the contrary, one
adaptation to high contrast was shrinkage in the extent of corti-
cal spatial summation in the conventional receptive field. There-
fore, contrast adaptation involves more functional reorganization
of the cortex than was conceived in previous theories.
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Fig. 4. Comparison of contrast-dependent change in excitatory space
constant, a, and optimal radius. Changes in either excitatory space con-
stant or the empirical optimal radius are defined as the ratio of their
estimates at low to high contrast. The excitatory space constant a is
derived from the difference of Gaussians model. Optimal radius values
are empirical estimates from either the peak or asymptotic value of the
fitted summation curves.
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METHODS
We recorded extracellularly from 130 neurons in parafoveal primary visu-
al cortex of anesthetized (sufentanil citrate, 6 µg per kg per h) and para-
lyzed (pancuronium bromide, 0.1 mg per kg per h) adult old-world
monkeys (Macaca fascicularis). Electrocardiogram and expired CO2 were
continuously monitored and blood pressure was measured noninvasively.
All procedures conformed to guidelines approved by the New York Uni-
versity Animal Welfare Committee. Single unit recordings were made
with glass-coated tungsten microelectrodes with 5–15-µm tips28. Spikes
were detected using a Bak (Maryland, USA) DDIS-I dual window dis-
criminator and were time-stamped with an accuracy of 1 ms using a
CED-1401 Plus (Cambridge, UK) data acquisition system. Strict crite-
ria for single-unit recording included fixed shape of the action potential
and the absence of spikes during the absolute refractory period. Small
electrolytic lesions (2–3 µA for 2–3 s) were made along the length of each
penetration; details of the reconstruction of the penetrations and assign-
ment of cells to cortical layers are described in ref. 15.

Visual stimuli were generated on a Silicon Graphics O2 computer and
displayed on a Sony Multiscan 17se II color monitor operating at 100-
Hz frame refresh. The mean luminance of the display was 56 cd per m2.
The screen measured 24 cm high by 34 cm wide and was viewed at a dis-
tance of 115 cm.

Before the spatial summation experiment was conducted, each cell
was characterized to determine its
preference for orientation, spatial fre-
quency and temporal frequency tun-
ing as well as its contrast response
function. The optimized values for
these parameters were used in the
summation experiment. After these
initial experiments, the center of the
receptive field was carefully located
using a small (diameter, 0.2°) circular
grating patch. Once the center was
located, circular patches of drifting
sinusoidal grating centered over the
receptive field were presented. Each
grating patch size was presented for
four seconds. Four-second blanks of
the same mean luminance as the grat-
ing stimuli were presented interleaved
with grating stimuli in order to deter-
mine the spontaneous firing rate and
to avoid response adaptation. The
patch sizes were presented in a ran-
dom order. The radius ranged from
0.1° to 5° of visual angle in logarith-
mic steps. Each summation curve
consisted of 10 radii with 2 repeats at
each size. Contrast levels were held

constant during repeats to avoid effects of adaptation. Outside each
patch, the rest of the screen (12° by 17°, visual angle) was kept at the
mean luminance of 56 cd per m2.

We performed this procedure at two contrast levels. The contrast lev-
els chosen were taken from the linear region of the contrast response
function of each cell. Therefore, the contrast levels are chosen based on
the cell’s response. Low contrasts were chosen such that they were near the
low end of the contrast response function, but elicited responses that
were significantly greater than the spontaneous firing rate (2 standard
deviations or more). High contrasts were selected to elicit responses that
were less than 90% of the saturation response for each cell.

We repeated the summation experiment using rectangular patches
whose length or width was varied randomly in the same manner
described above for the circular patches. Therefore, we acquired area,
length and width summation curves at two contrast levels in three tem-
porally separated experiments.

Each summation curve was fitted using the following empirical 
function:

R(s) = R0 = Ke ∫ s/2

–s/2 e–(2y/a)
2

dy – Ki ∫
s/2

–s/2 e–(2y/b)
2

dy (4)

Here, R0 is the spontaneous rate, and each integral represents the rel-
ative contribution from putative excitatory and inhibitory components

articles

Fig. 6. Changes in sur-
round strength with con-
trast. (a) Suppression
index (SI) estimates
compared for low versus
high stimulus contrast.
(b) Histogram for the
values of D = SIlow – SIhigh
within each cell across
the population of cells
for which circular area
summation experiments
were performed (n =
85). The arrow indicates
the population average
(0.06).
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Fig. 7. Cells which show no surround suppres-
sion at either contrast. (a) Spatial summation
curve illustrating the criterion used to separate
out a subpopulation of cells based on their lack of
surround suppression (n = 11). (b) Scatter plot of
the excitatory space constant at low versus high
contrast for all cells within the population that
show no surround suppression. (c) Histogram of
the ratio of space constants (alow/ahigh) for cells
with no surround suppression. Arrow indicates
the population mean (2.7).
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respectively11. Values of Ke, a, Ki and b were optimized to provide the
best MSE fit to the data. Excitatory space constant measures are taken as
the parameter a from the fitted curves for the first harmonic response of
simple cells and the DC response of complex cells. A suppression index
measure was also estimated from the fitted curves. This measure is the
ratio of area under the inhibitory Gaussian over that of the excitatory
Gaussian (Kib/Kea).
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