Altered Balance of Receptive Field Excitation and Suppression in Visual Cortex of Amblyopic Macaque Monkeys
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In amblyopia, a visual disorder caused by abnormal visual experience during development, the amblyopic eye (AE) loses visual sensitivity whereas the fellow eye (FE) is largely unaffected. Binocular vision in amblyopes is often disrupted by interocular suppression. We used 96-electrode arrays to record neurons and neuronal groups in areas V1 and V2 of six female macaque monkeys (Macaca nemestrina) made amblyopic by artificial strabismus or anisometropia in early life, as well as two visually normal female controls. To measure suppressive binocular interactions directly, we recorded neuronal responses to dichoptic stimulation. We stimulated both eyes simultaneously with large sinusoidal gratings, controlling their contrast independently with raised-cosine modulators of different orientations and spatial frequencies. We modeled each eye’s receptive field at each cortical site using a difference of Gaussian envelopes and derived estimates of the strength of central excitation and surround suppression. We used these estimates to calculate ocular dominance separately for excitation and suppression. Excitatory drive from the FE dominated amblyopic visual cortex, especially in more severe amblyopes, but suppression from both the FE and AE was prevalent in all animals. This imbalance created strong interocular suppression in deep amblyopes: increasing contrast in the AE decreased responses at binocular cortical sites. These response patterns reveal mechanisms that likely contribute to the interocular suppression that disrupts vision in amblyopes.
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Significance Statement
Amblyopia is a developmental visual disorder that alters both monocular vision and binocular interaction. Using microelectrode arrays, we examined binocular interaction in primary visual cortex and V2 of six amblyopic macaque monkeys (Macaca nemestrina) and two visually normal controls. By stimulating the eyes dichoptically, we showed that, in amblyopic cortex, the binocular combination of signals is altered. The excitatory influence of the two eyes is imbalanced to a degree that can be predicted from the severity of amblyopia, whereas suppression from both eyes is prevalent in all animals. This altered balance of excitation and suppression reflects mechanisms that may contribute to the interocular perceptual suppression that disrupts vision in amblyopes.
amblyopia’s pathophysiology because it can account for binocular interaction. This pathophysiology is of both clinical and basic interest: between 3% and 4% of adults suffer amblyopia (Attebo et al., 1998) and the pathology provides a framework for understanding cortical plasticity over the course of development.

Interocular suppression, wherein one eye’s image is unseen, is a key behavioral hallmark in amblyopia and indeed plays a dual role. Suppression is “nature’s way out of trouble” (von Noorden and Campos, 2002) in that it affords the developing visual system immunity to double vision (diplopia) and object confusion (two objects appear in one location), both of which arise from incongruent input signals from the eyes (Schor, 1977; Sireteanu et al., 1981; Freeman and Jolly, 1994; Freeman et al., 1996; Kilwinnger et al., 2002; Li et al., 2011, 2013a). Conversely, chronic suppression may cause amblyopia (Sireteanu and Fromius, 1981; von Noorden and Campos, 2002) and suppression persists into adulthood, thereby canceling signals that would otherwise support stereoscopic vision, form vision through the amblyopic eye (AE), and support vergence (Horton and Hocking, 1996). Indeed, recent efforts to treat amblyopia using dichoptic stimuli equated for perceived contrast are motivated in terms of their ability to alleviate chronic suppression and, in turn, to alleviate amblyopia (Cleary et al., 2009; Hess et al., 2010; Knox et al., 2012; Li et al., 2013a, b; Ooi et al., 2013). Regardless, the cellular mechanisms underpinning suppression are largely unknown.

Using a novel dichoptic method, we have investigated binocular interactions in six amblyopic macaque monkeys (Macaca nemestrina) and two visually normal controls. These amblyopes were behaviorally verified; overall, the deficits ranged from mild to severe. Data revealed binocular suppression: introducing contrast to the AE decreased responses at binocular cortical sites. We modeled receptive field (RF) organization of excitation and suppression, leading to the novel observation that, although there was a reduction in the binocularity of site excitation in amblyopic cortex, suppression remained intact. This plastic change could be central to the preservation of single vision in amblyopia, suppressing otherwise conflicting spatial information arising from the two eyes and thus avoiding double vision.

### Materials and Methods

**Subjects.** Animal care and experimental procedures were conducted in accordance with protocols approved by the New York University Animal Welfare Committee and conformed to the National Institutes of Health’s Guide for the Care and Use of Laboratory Animals. We studied eight adult female macaques (M. nemestrina); six behaviorally verified amblyopes and two visually normal controls. Amblyopia resulted from rearing with either unilateral blur, a model for anisometropic amblyopia, or experimental strabismus, leading to strabismic amblyopia. Methods for inducing the development of amblyopia have been described in detail previously (Kiorpes, Kiper, and Movshon, 1999; Kiorpes, Tang and Movshon, 1999). Briefly, anisometropia was produced by rearing with extended-wear soft contact lenses (Contact Lens Precision Labs; MedLens Innovations). A strong blurring lens (~8 or ~10 diopters) was placed in one eye and a plano lens in the fellow eye (FE). Strabismus was induced surgically in 3 animals at 2–3 weeks of age by resection of the medial rectus muscle and transection of the lateral rectus muscle of 1 eye. The control animals were untreated.

**Behavioral testing and histology.** Subjects’ contrast sensitivity was measured monocularly using a two-alternative forced-choice sine wave grating detection task (Kiorpes et al., 1999). Amblyopia severity was quantified using an amblyopia index (AI). AI varies from 0 to 1, indicating, at one extreme, no difference in contrast sensitivity between the eyes and, at the other extreme, complete blindness in the AE. At the end of electrophysiological recording (described below), the animal was killed with an overdose of sodium pentobarbital and perfused transcardially.

Behavioral testing and histology are described in detail in Shooner et al. (2015).

**Surgical preparation.** Electrophysiological recording took place between 2 and 17 years after behavioral testing. Because amblyopia is caused by abnormal binocular experience during the critical period of development and, left untreated, persists into adulthood in both humans and monkeys (Kiorpes et al., 1998; Chua and Mitchell, 2004), it is unlikely that the time elapsse between behavioral and electrophysiological measurements is a significant factor in the present study. Experiments typically lasted 5 d, during which we maintained anesthesia and paralysis with continuous intravenous infusion of sufentanil citrate (initially 6 μg/kg/h and increased thereafter to maintain a suitable level of anesthesia) and vecuronium bromide (0.1 mg/kg/h) in isotonic dextrose–Normosol solution. We monitored vital signs constantly (electroencephalograph, blood pressure, heart rate, lung pressure, end-tidal pCO₂, temperature, and urine flow and osmolarity) and actively maintained these signs within appropriate physiological limits. We diluted pupils with topical atropine and protected the corneas with oxygen-permeable contact lenses. Supplementary lenses were chosen via direct ophthalmoscopy to make the retinas conjugate with the experimental display. We used two mirrors to redirect the eyes’ optical axes independently to separate locations on the stimulus monitor.

**Electrophysiological recording.** We described electrophysiological recording techniques previously (Shooner et al., 2015). In brief, we made an occipital craniotomy and durotomy, allowing visualization of the occipital and lunate sulcus, and implanted a 96-electrode “Utah” array (Blackrock Systems) near the estimated location of the V1/V2 border. Array electrodes were 1 mm long, 400 μm apart, and formed a regular, rectangular grid parallel to the cortical surface. We pneumatically inserted the array to a depth of 300–1000 μm. After the initial recording, the array was removed and either a new array or the same array was implanted at a different border location. In each animal, we performed two implantations in each cortical hemisphere: one medial, in cortex representing the parafoveal visual field, and one lateral, close to the cortical representation of the fovea.

**Visual stimulation.** We presented stimuli on a gamma-corrected CRT monitor (Eizo T966), with spatial resolution 1280 × 960 pixels, temporal resolution 120 Hz, and mean luminance 35 cd/m². Viewing distance was 1.14 m (parafoveal implantations) or 2.28 m (foveal implantations). Stimuli were generated using an Apple Macintosh computer running Expo (http://corevision.cns.nyu.edu).

We created dichoptic stimuli by multiplying each of two sinusoidal “carrier” gratings by a raised, sinusoidal “modulator” grating, as illustrated in Figure 1. Both carriers drifted at 4.1 Hz. For each implantation, we hand-mapped the response fields of many cortical sites using a sinusoidal grating patch, qualitatively determining each site’s response field position and preference for spatial frequency (SF) and drift direction. The SFs and drift directions of the carriers comprising the dichoptic stimuli were identical between eyes and chosen based on hand mapping to drive many cortical sites. Stimuli appeared within a vignette circular aperture of diameter equal to eight carrier cycles; stimuli were centered to encompass all sites’ response fields. Carrier contrast was sinusoidally modulated between 0% and 40%. We used moderate-contrast stimuli to minimize the effect of contrast adaptation, the attenuation of neuronal responses typically seen after prolonged exposure to high-contrast stimuli (Movshon and Lennie, 1979). Sclar et al. (1989) examined the effect of low- and moderate-contrast adapters (3.5%, 12.5%, and 50%) on responses of neurons in macaque V1, finding that 49 of the 56 neurons studied were virtually unaffected. From trial to trial, we independently and pseudorandomly varied the modulators’ drift directions and SFs (six directions relative to the carrier’s direction: 0°, 60°, . . . , 300°; seven relative SFs: 0, 0.12, 0.24, 0.48, 0.96, 1.44, and 1.92 × carrier’s SF). Trials were 4 s in duration and followed one another with no intertrial interval. The two modulators drifted at different rates of 0.5 and 1.67 Hz; this “frequency tagging” enabled estimation of response field organization separately each eye.

**Response measures.** The experiment comprised 37 × 37 = 1369 trials, each of 4 s duration (Fig. 2). We presented 37 different stimuli to the left eye (LE): the full-field (0 cycles/degree [c/deg]) contrast modulation of the carrier grating (Fig. 2, top left icon) plus six other modulator SFs and
and therefore can capture both excitatory and suppressive effects of an RF model comprises an excitatory subregion and a suppressive subregion. We used the inverse Fourier transform of the model fit to infer the spatial composition of the RF. This RF model comprises an excitatory subregion and a suppressive subregion and therefore can capture both excitatory and suppressive effects of an eye on cortex (Tanaka and Ohzawa, 2009; Hallum and Movshon, 2014). Because amblyopes’ binocular vision is disrupted by suppression, we used this model to investigate alterations to the way in which FE and AEs impart excitation and suppression to cortex.

Multitunit RF model. We modeled the spatial organization of multitunit RF centers and surrounds separately in each eye using a difference of Gaussian envelopes (DoGE). Each eye’s center-surround field, which describes the sensitivity of a cortical site to contrast modulations of the carrier grating, is constrained by 12 parameters as follows:

\[ g(x, y) = g_c(x, y) - g_s(x, y) , \]

where

\[ g_c(x, y) = A_c \exp \left[ \frac{-(x - \mu_x)^2}{2\sigma_{cx}^2} + \frac{-(y - \mu_y)^2}{2\sigma_{cy}^2} \right] \]

and

\[ g_s(x, y) = A_s \exp \left[ \frac{-(x - \mu_x)^2}{2\sigma_{sx}^2} + \frac{-(y - \mu_y)^2}{2\sigma_{sy}^2} \right] . \]

The term \( A_c \) specifies the gain of the excitatory Gaussian. The terms \( \mu_{cx} \) and \( \mu_{cy} \) specify the position of the excitatory Gaussian relative to the center of the stimulus. The terms \( \sigma_{cx} \) and \( \sigma_{cy} \) specify the radii of the excitatory Gaussian. The five other similarly labeled terms pertain to the suppressive Gaussian. Two additional parameters not shown enabled each Gaussian to rotate about its offset position.

DoGE is commonly used to model the spatial organization of the retinal ganglion cell’s RF to luminance variations (Rodieck and Stone, 1965; Enroth-Cugell and Robson, 1966). However, here, as in a monocular precursor of this model applied to single-unit responses in cat (Tanaka and Ohzawa, 2009) and monkey (Sceniak et al., 1999, 2001; Cavanaugh et al., 2002a; Levitt and Lund, 2002; Hallum and Movshon, 2014), we used DoGE in a different context: to model the spatial organization and sensitivity of cortical neurons to the contrast of a carrier grating (Fig. 1).

To find the model parameters that best accounted for the measured responses, we minimized the squared error between the model’s response and the measured response at each SF by treating real and imaginary components of responses separately. For each site or neuron, multiple fits were performed using different starting parameters. Parameters were adjusted iteratively using the Nelder–Mead optimization algorithm.

**Ocular dominance index (ODI) and excitation index (EI).** These fits allowed us to estimate the magnitudes of excitation and suppression comprising RFs. Using these magnitudes, we derived ODIs and EIs. In the AE, we defined the EI as follows:

\[ EI_A = \frac{A_e - A_s}{A_e + A_s}, \]

where \( A_e \) is the integral of the AE’s fitted RF after half-wave rectification (suppressive regions of the field were zeroed) and \( A_s \) is the absolute value of the integral of the fitted field after zeroing excitation. Similarly, the equation for the FE is as follows:

\[ EI_F = \frac{F_e - F_s}{F_e + F_s}, \]

This EI varies between 1 and –1, indicating that the RF imparted only excitation or only suppression, respectively, to the responses measured at a site. An EI near 0 indicated balanced excitation and suppression.

We derived the ODI separately for excitation as follows:

\[ ODI_e = \frac{F_e - A_e}{F_e + A_e}, \]

and for suppression as follows:

\[ ODI_s = \frac{F_s - A_s}{F_s + A_s}. \]
obtained by averaging a row. Assumptions, a column average removes systematic effects of the modulator in the RE; that is, the effective RE stimulus is a half-contrast carrier grating. To obtain the response of a cortical site to a particular LE stimulus, we averaged responses on all trials of that stimulus, shown here as averaging across columns: six modulator SFs and six modulator drift directions, plus the full-field (0 c/deg) contrast modulation of the carrier grating (top, leftmost icon). There were 37 different RE stimuli, shown here varying across rows. The LE and RE modulators drifted at different rates (Fig. 1). We presented each LE stimulus, paired once with each RE stimulus (e.g., the first column of the matrix), and vice versa. From trial to trial, we independently randomized the starting spatial phases of LE and RE carriers and modulators; we accounted for these modulator phases when averaging responses over trials. To obtain the response of a cortical site to a particular LE stimulus, we averaged responses on all trials of that stimulus, shown here as averaging a column of the matrix. Under reasonable assumptions, a column average removes systematic effects of the modulator in the RE; that is, the effective RE stimulus is a half-contrast carrier grating. Similarly, the response to a RE stimulus was obtained by averaging a row.

The ODI varies between 1 and −1. An ODI of 1 indicates that the excitatory field in the FE (or, in the control subjects, the RE) dominated the AE (or, in the control subjects, the LE). An ODI of −1 indicates that the AE dominated the FE. Similarly, ODI1 indicates whether the FE suppressive fields dominated the AE or vice versa.

Responsive/unresponsive cortical sites. To determine whether a cortical site was driven by stimulation of an eye, we fit a descriptive model to its response amplitudes pooled over modulators that drifted in opposite directions but were otherwise identical. We fit the model using ordinary least-squares, and computed a $x^2$ statistic adjusted for the model’s degrees of freedom. When this model provided a better description of responses than the mean (over all modulator SFs and orientations), we deemed the site responsive to that eye.

Experimental design and statistical analyses. Amblyopes vary widely in the strength of their visual deficits; our sample size of six amblyopes was necessary to span the range from mild to severe amblyopia. In each subject, we sought to maximize the number of multiunit sites characterized and found four array penetrations per animal to be an upper limit given the geometry of our placement on the V1/V2 border and need for careful histological reconstruction of each recorded site. To compare derived measures (ODIs and EIs) across subjects, we used the Kruskal–Wallis rank-sum test implemented in R (version 3.2.3), a language and environment for statistical computing.

Results

We analyzed responses from 28 of 32 array implantations in six amblyopic subjects and two visually normal controls; data from four implantations in three amblyopic subjects were discarded because the experiment was not run to completion. Typically, multiunit response fields were within 1° of the fovea (lateral array implantations; n = 14) or at eccentricities between 2° and 7° (medial implantations; n = 14). We quantified multiunit selectivity for modulator SF and drift direction. Unresponsive sites were discarded and we modeled the monocular and binocular response fields of those that remained. Histology revealed 82 sites recorded in the moderate anisometrope ($A I = 0.42$) were in visual area V4. These data showed little quantitative difference from data recorded in V1 and V2 and were included in population analyses.

We recorded from 2688 sites in amblyopic and normal visual cortex; 2042 (76%) responded reliably to visual stimulation. The introduction of the carrier grating to a cortical site’s response field in either eye, either by full-field stimulation or via the passage of a drifting contrast modulation (Fig. 1), often modulated firing rates. In Figure 3A, we illustrate responses to FE stimulation measured at a single site in a strabismic amblyope. There, we modulated the overall contrast of this FE, full-field stimulus at 0.5 Hz, presenting the stimulus 37 times for 4 s on each trial. The histogram shows the site’s response averaged over two cycles and 37 trials. Because we dichoptically paired this stimulus with all 37 different stimuli appearing in the AE (see Materials and Methods), this trial average, under our assumptions, averaged away any systematic effects of the modulator in the AE, but retained drive provided by the sinusoidal carrier grating appearing in that eye. As shown, the responses synchronized to the periodic introduction and withdrawal of the carrier grating; at a cycle time of 0 s, with the addition of a short latency period, the multiunit firing rate approached 270 impulses/s; during the opposite phase of the modulation, that is, at a cycle time of ~1 s, the site’s response was near 0. We computed the fundamental (0.5 Hz) response to this FE, full-field stimulus. The phase lag of the fundamental response, plotted on the right of Figure 3A, suggested that these responses were excitatory and occurred with a short lag (55 ms).
We found abundant suppression: the introduction of the carrier grating to a cortical site’s response field often reduced firing rates. In Figure 3B, we illustrate the responses to AE stimulation of the same site that was excited by FE stimulation. Here, we modulated the overall contrast of this AE, full-field stimulus at a rate of 1.67 Hz, again presenting it 37 times for 4 s on each trial. The histogram shows the site’s trial-averaged response, which includes the drive provided by the appearance of the carrier grating in the FE, but not the systematic effects of contrast modulation in that eye. As shown, responses synchronized with the periodic introduction and withdrawal of the carrier grating, but they synchronized with opposite phase. At a cycle time of 0 s, after a short latency delay, the multunit firing rate was low. During the opposite phase of the modulation, that is, at a cycle time of ~0.3 s, the site’s response was high. We computed the fundamental (1.67 Hz) response to this AE, full-field stimulus. The phase of the fundamental response, plotted on the right of Figure 3B, suggested that these responses were suppressive and occurred with a short lag (112 ms). In subsequent figures, we plot excitatory response amplitudes as positive and suppressive response amplitudes as negative.

We observed diverse tuning to modulator orientation and SF. We revealed this diversity by plotting every site’s RE and LE modulator tuning curves. In Figure 4 there are 10 examples plotting the amplitude of the fundamental response against the SF of the contrast modulation for the three different orientations. Recall that these are “second-order” tuning curves: throughout the experiment, the (first-order) parameters governing the carrier gratings’ orientation and SF were fixed, but the (second-order) SFs and drift directions of the contrast modulations were varied systematically (Fig. 4, top row icons). In Figure 4A are responses to RE and LE stimulation measured at a single cortical site in the visually normal subject. This site showed bandpass tuning to contrast modulations in the RE, responding preferentially to modulators at moderate SFs (~0.5 times the carrier grating’s SF), and at orientations 60° and 120° relative to the carrier’s orientation. However, this site was unresponsive to stimulation of the LE. In Figure 4, B and C, are responses at binocular sites encountered in a visually normal control and a strabismic amblyope, respectively. The former of these two sites showed low-pass modulator tuning that was similar in the two eyes. The latter site showed bandpass and orientation-selective modulator tuning and was not dissimilar from sites often encountered in normal cortex.

A distinctive feature of data recorded from amblyopic animals was suppression. Data from two sites showing suppression are shown in Figure 4, D and E, one from a strabismic amblyope and the other from an anisometrope. The first site showed low-pass tuning in the FE, responding preferentially to full-field contrast modulation and showing little preference for modulator orientation. This site was suppressed by stimulation of the AE. This pattern of suppression was similarly low pass and impartial to modulation orientation; suppression was greatest for a full-field contrast modulation. The two arrowheads in Figure 4D indicate the responses shown in Figure 3. In addition to low-pass modulator tuning, we often encountered band-pass tuning to FE stimulation, as illustrated in Figure 4E. There, suppression caused by AE stimulation was low pass, similarly to that seen in Figure 4D.

The diversity of modulator tuning (exemplified in Fig. 4, D, E) indicated diverse RF composition, which we investigated by modeling responses. We fit the DoGE model in the SF domain separately for each eye (Fig. 5). We computed the inverse Fourier transform of the fit to estimate response field spatial organization (Tanaka and Ohzawa, 2009; Hallum and Movshon, 2014). On the right of Figure 5A, the solid contours show an estimate of the shape and sensitivity of the response field’s excitatory center. The dashed contours estimate the suppressive region of the RF. The multiunit excitatory and suppressive subfields are analogous, respectively, to the single-unit classical RF and extraclassical suppressive surround (Sceniak et al., 1999, 2001; Cavanaugh et al., 2002a, b; Levitt and Lund, 2002; Tanaka and Ohzawa, 2009; Henry et al., 2013; Shushruth et al., 2013; Hallum and Movshon, 2014). Note that this multiunit response field should not be confused with the classical RF of a simple cell, the subregions of which are sensitive to changes in luminance. Instead, the field illustrated in Figure 5A comprises subregions that are sensitive to contrast modulations; specifically, modulations in the contrast of the carrier grating used to stimulate the RE. In Figure 5B is a stimulus that should (and did) elicit vigorous firing at this cortical site superimposed by contours of the modeled response field. The anisotropic spatial organization of a response field can ac-
count for the changes in modulator SF selectivity with modulator orientation (e.g., low pass vs band pass). As illustrated in Figure 5, a vertical modulator engaged both excitatory center and suppressive surround, whereas a modulator 60° from vertical engaged the excitatory center selectively. This selective engagement of the center re-leased responses from surround suppression, which, in turn, imparted the band-pass selectivity seen in the tuning curve at that modulator orientation.

Response fields varied in their spatial structure and in the relative strengths of excitation and suppression. In Figure 6A are RFs of a binocular cortical site in the visually normal control subject. We normalized fields to peak excitation, thus enabling interocular comparison; at this site, the RE was more sensitive to contrast, as indicated by the contours. We used these modeled response fields to quantify the balance of excitation and suppression within and between eyes. We computed an EI separately for RE and LE fields (see Materials and Methods), which varied between 1, indicating that the response field imparted only excitation at its cortical site, and −1, indicating that the field imparted only suppression. The EIs at this site were close to 1, indicating that excitation outweighed suppression. We also computed an ODI separately for excitation and suppression (see Materials and Methods). The ODI for excitation varied between 1 and −1, indicating that only the RE (or, in amblyopic subjects, the FE) imparted excitation or only the LE (AE) eye imparted excitation, respectively. An ODI for excitation of 0 indicates a site excited equally by either eye. Similarly, the ODI for suppression, which also varies between 1 and −1, indicates the relative strength of suppressive fields in the 2 eyes. The ODIs at this site showed the RE’s dominance (ODI > 0), both excitatory (ODI_e = 0.15) and suppressive (ODI_i = 0.99).

The binocular response fields in Figure 6, C (encountered in a strabismic amblyope) and D (encountered in an anisometropic amblyope), illustrate the disrupted balance of excitation and suppression in amblyopia. Here, the modeled response fields in the FEs appeared similar to fields typically encountered in cortex of the visually normal subjects. These FEs were more sensitive to contrast than their amblyopic counterparts and, accordingly, the ODIs for excitation were near 1. As shown, excitation was largely absent from the modeled response fields in the AEs. Accordingly, the AE EIs were near −1. We also encountered, albeit less frequently, binocular response fields that showed greater sensitivity to contrast modulations in the AE than in the FE and appeared similar to fields that we typically encountered in normal cortex (Fig. 6B).

To quantify the effect of AEs on cortex, we computed ODIs at all responsive sites. For each site, we computed an index between −1 and 1, as illustrated for 4 example binocular sites in Figure 6. Figure 7A shows distributions of these indices for all subjects. We found an association between severity of amblyopia and ocular dominance for excitation, ODI_e. Cortex of normal control subjects and cortex of mild amblyopes (e.g., AI = 0.21, 0.24) was approximately equally responsive to stimulation of either eye (median ODI_e near 0). Cortex of more severe amblyopes (e.g., AI > 0.42) was dominated by the FE (medians near 1). This shift of the ocular dominance distribution toward the FE, including a reduction (although not the elimination) of the monocular cortical representation of the AE, is broadly consistent with our previous report in this cohort of animals (Shooner et al., 2015) and previous reports of alterations of binocularity in amblyopic cortex (Movshon et al., 1987; Crawford et al., 1993; Smith et al., 1997; Kiorpes et al., 1998; Bi et al., 2011). Those previous reports tested eyes monocularly when estimating ocular dominance, whereas here we used dichoptic testing. In contrast, we found little association between severity of amblyopia and ocular dominance for suppression, ODI_i. In seven of eight subjects, median ODI_i was near 0, indicating that FE and AEs had approximately equal suppressive influence. In the most severe anisometrope (AI = 0.75), there was a small number of monocular sites at which spontaneous activity was suppressed by stimulation of the FE, shifting the distribution of ODI_i for that animal toward 1.

To quantify the balance of excitation and suppression, we computed an EI for all modeled RFs. Figure 7B shows distributions of the EI separately for fields in the LEs and REs of normals and the FE and AEs of amblyopes. In normal subjects’ left and RE fields, excitation outweighed suppression; the median EI for bin-
ocular and monocular fields was ~0.5, indicative of fields comprising an excitatory center and a moderately suppressive surround. By this measure (EI), FE RFs of amblyopes were mostly indistinguishable from RFs in normal eyes. However, in binocular cortex, as amblyopia severity increased, distributions of the EI shifted toward −1, indicative of fields in which suppression outweighed excitation.

Dichoptic stimulation revealed something unexpected: after pooling excitation and suppression, there was no overall reduction of binocularity in amblyopia. Instead, the fraction of binocular sites excited by both eyes decreased, whereas the fraction of binocular sites excited by the FE and suppressed by the AE increased. This is exemplified by the most severely amblyopic subject’s distributions in Figure 7 (bottom row). For each subject, we calculated the percentage of binocular sites (considering both excitation and suppression). We found no decrease in the percentage of binocular sites with amblyopia severity (from least to most severely amblyopic: 53%, 52%, 34%, 40%, 40%, 18%, 34%, 67%). This effect is readily overlooked when measuring the responses of single units to monocular stimuli presented sequentially.

In the visual cortex of amblyopes, the distributions of ODIs and EIs were very different from normal. The top left panel of Figure 8 shows median ODIX of binocular sites in our six amblyopes and two control subjects. Symbol sizes are proportional to the number of binocular sites encountered in each animal. Excitation in the FE dominated AE excitation to a degree associated with amblyopia severity (X² = 154.8; p < 0.05), but the prevalence of suppression was largely unaffected by amblyopia (bottom, left). The top right panel of Figure 8 shows median EI of binocular sites in six amblyopes’ FEIs and control subjects’ LEIs. Amblyopes’ FEIs were similar to control eyes in that excitation dominated suppression. However, in AEs, suppression dominated excitation (bottom, right) to a degree associated with amblyopia severity (Kruskal–Wallis rank sum statistic, X² = 201.4; p < 0.05).

Discussion
Using multielectrode arrays, we recorded multunit activity in visual cortex of six behaviorally assessed amblyopes and two visually normal controls. We presented large gratings dichoptically and applied independent contrast modulations to each eye. A striking feature of our results was the prevalence of suppression in amblyopic cortex: increasing stimulus contrast in the AE often decreased responses at binocular cortical sites. To elucidate these suppressive interactions, we modeled RFs in both eyes using DoGE.

Much of what is known about binocular interactions in amblyopic cortex follows from the binocular interaction paradigm (Ohzawa and Freeman, 1986). There, dichoptic gratings are presented to binocular neurons and the gratings’ relative spatial phase is varied parametrically. Dichoptic responses are then compared with monocular responses. The binocular interaction paradigm has produced two main findings. First, responses in early visual cortex of amblyopic monkeys and strabismic cats exhibit reduced selectivity for relative phase compared with visually normal controls, a likely correlate of stereoscopic vision deficits typically seen in amblyopes (Sengpiel and Blakemore, 1994; Smith et al., 1997; Bi et al., 2011). Second, the proportion of neurons showing binocular suppression (i.e., the response to stimulation of both eyes is less than the sum of the eyes’ peak monocular responses) increases with amblyopia severity (Bi et al., 2011). We confirm and extend the latter result. We found an association
between the FE’s domination of amblyopic cortex and amblyopia severity, but no reduction of binocularity in amblyopia. Modeling revealed that, in severe amblyopes, the fraction of binocular cortical sites excited by both eyes decreased, whereas the fraction excited by FE stimulation and suppressed by AE stimulation increased. Within AE RFs, suppression dominated excitation in proportions associated with amblyopia severity. The prevalence of suppression appeared unaltered; only excitation was reduced.

The binocular interaction paradigm as used in earlier studies is difficult to interpret. Typically, it is assumed that a binocular neuron adds inputs from the eyes and, when the response to stimulation of both eyes is less than the sum of monocular responses, suppression is inferred, though it is unclear which eye is suppressed (Bi et al., 2011). Our approach resolves that quandary. In amblyopia, stimulation of the AE may impart only suppression to a cortical site. Under the binocular interaction paradigm, this binocular site may on the basis of monocular testing appear monocular; therefore, its responses to dichoptic stimulation seem anomalous. To illustrate, consider a site with binocular RFs such as those in Figure 6C. Under the binocular

Figure 7. Histograms showing all subjects’ ODIs and EIs. Left column of A shows ODI_e, computed using excitatory (ex.) components of RFs (RFs) (e.g., Fig. 6). Right column of A shows ODI_s, computed using RF suppression (sup.). In severe amblyopia, ODI_s, tended to 1, indicating FE domination. There was no systematic effect on ODI_e (arrowheads show medians). Left column of B shows EI in left (normal eyes) and FE (AE). Right column of B shows EI in REs and AEs. Dark arrowheads show medians of binocular sites and light arrowheads show medians of monocular sites. There was little systematic effect of amblyopia on EI in FEs; there excitation tended to outweigh suppression (EI > 0), but amblyopia altered RF composition in the AE: at binocular sites in the AE, RF suppression outweighed excitation (EI tended to −1). Stimulation of the AE suppressed binocular cortex.
interaction paradigm, monocular testing would show strict monocularly, but dichoptic testing would reveal suppression. Our model resolves this anomaly. When the FE was tested monocularly, this site’s response was driven by both contrast in the FE (where the EI > 0) and its absence in the AE (where EI < 0). When the AE was tested, the FE provided no drive and the AE’s drive was approximately equal to zero because excitation is mostly absent from the eye’s RF.

The suppressive effect on binocular cortex of nondominant eye stimulation has been previously observed in the strabismic cat and in human observers with stereoscopic deficits (Sengpiel et al., 1994; Sengpiel et al., 1994; Norcia et al., 2000). Those studies indicated that suppression depends on stimulus timing and form. In strabismic cat cortex, the ongoing response to dominant eye stimulation can be suppressed by the introduction of a stimulus to the nondominant eye. There, nondominant eye stimuli both parallel and orthogonal to the dominant eye stimulus cause suppression; in normal cat cortex, the suppressive effect of a parallel stimulus appears to be masked by normal binocular facilitation. In stereodeficient human observers, the fusibility of stimuli in the two eyes may be critically important. Norcia et al. (2000) showed that visual evoked responses to stimulation of the dominant eye were suppressed by the introduction of a parallel, but not an orthogonal, stimulus in the nondominant eye.

It can be difficult to differentiate the multiple sources of suppression in cortex. In particular, in the present study, we equalized the time-averaged contrast of stimuli appearing in each eye specifically to minimize any effects of binocular contrast gain control (Truchard et al., 2000). This allowed us to model RF organization at each cortical site using linear methods; that is, by DoGE. We have used a monococular variant of this approach successfully to model the influences of extraclassical subregions on single-unit responses (Tanaka and Ohzawa, 2009; Hallum and Movshon, 2014). There, we reasoned that our model captured a “near” component of surround suppression (Angelucci et al., 2002) that is sensitive to moderate contrasts, orientation tuned, and likely depends on both subcortical and local, intracortical circuits—the same circuits likely to be engaged in the suppression reported in the present study. Binocular contrast gain control, a second source of suppressive binocular interactions in cortex, adjusts neuronal responsiveness to prevailing contrast in the two eyes, enabling operation within a dynamic range. In separate experiments, to be described in a subsequent report, we probed binocular gain control in the same neural populations reported in this study, allowing the identification of multiple forms of suppression (Shooner et al., 2017).

In our visually normal controls, few cortical sites were excited by one eye but suppressed by the other. In amblyopes, many sites had this character. This pattern of suppression in normal controls is not unexpected because, in normal binocular viewing, objects both near to and far from the fixation point (i.e., objects off the visual horopter) give rise to uncoupled luminance, contrast, and form signals in corresponding retinal locations (Sengpiel and Blakemore, 1994). Nevertheless, diplopia is not experienced in normal vision, presumably because of suppressive binocular interactions in cortex such as those we report here. In psychophysical experiments, normal subjects have been shown to undergo interocular suppression (Fremantle and Jolly, 1994). In amblyopes, suppressive response fields in the AE were often small (Fig. 6C,D). This presumably permits suppression to operate “regionally,” producing small, circumscribed scotomas and/or abrupt transitions between normal and scotomatous subfields within an eye (Economides et al., 2012).

What cellular mechanisms are likely to create the altered balance of RF excitation and suppression that we report here? In V1 of normal infant monkeys, thalamocortical afferents terminate in layer IV, providing input to long-range horizontal networks of neurons with similar functional properties that are refined over the course of normal development (Hubel et al., 1977; Gilbert and Wiesel, 1989; Malach et al., 1993; Horton and Hocking, 1996; Yoshioka et al., 1996; Kiviranta et al., 1997, 2002). Monocular deprivation during the critical period, an extreme form of abnormal binocular experience that, like strabismus and anisometropia, can lead to amblyopia (Attebo et al., 1998), causes the retraction of both the thalamocortical afferents serving the deprived eye and the dendritic arbors of horizontal connections (Antonini and Stryker, 1993; Trachtenberg and Stryker, 2001) and a reduction of excitatory glutamate receptors (Murphy et al., 2004; Williams et al., 2015). Because both thalamocortical afferents and long-range horizontal connections are central to classical RF formation, their alteration likely caused the attenuation of excitation that we report here. In strabismic cats, GABA-mediated inhibition has been shown to subserve interocular suppression; the GABA-antagonist bicuculline can relieve binocular suppression (Sengpiel et al., 2006). Neurons undergoing binocular suppression exhibit a dissociation between excitatory and inhibitory conductances, specifically, a relative reduction in the former (Scholl et al., 2013), and monocular deprivation of kittens has been shown to leave cortical levels of GAD, the enzyme synthesizing GABA, intact (Bear et al., 1985; but see Hendry and Jones, 1986). These results, like ours, indicate that inhibitory connections between eyes are preserved and that inhibitory
mechanisms, in contrast to excitatory ones, are less vulnerable to the influence of abnormal binocular experience during development.
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Erratum


In the article “Altered Balance of Receptive Field Excitation and Suppression in Visual Cortex of Amblyopic Macaque Monkeys” by Luke E. Hallum, Christophe Shooner, Romesh D. Kumbhani, Jenna G. Kelly, Virginia Garcia-Marin, Najib J. Majaj, J. Anthony Movshon, and Lynne Kiorpes, which appeared on pages 8216–8226 of the August 23, 2017 issue, the minus signs were accidentally left off Figure 6 during production. This correction does not affect the conclusions of the paper. Figure 6 has been corrected on the online PDF version and displayed below.
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