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SUMMARY

The stereotyped features of neuronal circuits are
those most likely to explain the remarkable capacity
of the brain to process information and govern
behaviors, yet it has not been possible to compre-
hensively quantify neuronal distributions across ani-
mals or genders due to the size and complexity of the
mammalian brain. Here we apply our quantitative
brain-wide (qBrain) mapping platform to document
the stereotyped distributions of mainly inhibitory
cell types. We discover an unexpected cortical orga-
nizing principle: sensory-motor areas are dominated
by output-modulating parvalbumin-positive inter-
neurons, whereas association, including frontal,
areas are dominated by input-modulating somato-
statin-positive interneurons. Furthermore, we iden-
tify local cell type distributions with more cells in
the female brain in 10 out of 11 sexually dimorphic
subcortical areas, in contrast to the overall larger
brains in males. The qBrain resource can be further
mined to link stereotyped aspects of neuronal distri-
butions to known and unknown functions of diverse
brain regions.

INTRODUCTION

Since the first visualization of brain cytoarchitecture by Golgi and

Ramón y Cajal, scientists have been captivated by the aston-

ishing morphological diversity of neurons throughout the

mammalian brain, which has now been expanded to encompass

additional diversity in biophysical and synaptic properties and

gene expression profiles. Linking cellular diversity, morphology,
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and function has been a longtime goal in neuroscience, which in

less complex systems such asC. elegans has been greatly aided

by comprehensive anatomic mapping studies of the whole

nervous system (White et al., 1986). However, the size and

complexity of the mammalian brain have been barriers to under-

standing key questions central to mammalian neurobiology,

such as how distinct cell type distributions and ratios correlate

with diverse processing capabilities of different brain regions

and neural circuits, what aspects of brain organization are

stereotyped within or between distinct brain regions, or which

brain regions vary based on gender or genetic background

differences. To address these types of questions, we have devel-

oped a rapid and robust method for quantitative mapping and

statistical comparison of distributions of fluorescently labeled

neural cell types across the entire mouse brain, which has not

previously been possible.

To generate a quantitative whole-brain (qBrain) cell type

resource for the mouse and provide a proof of principle for its

broad utility, we have mapped and quantified the distribution

of seven cell type populations of predominantly inhibitory

neurons. GABAergic inhibitory neurons comprise a great diver-

sity of cell types that play critical roles in a broad range of brain

functions and are strongly implicated in human neurologic

disease. The three major cell types we mapped include neurons

expressing somatostatin (SST), parvalbumin (PV), and vasoac-

tive intestinal peptide (VIP), which in the cortex comprise the

majority of inhibitory interneurons and are thought to control

the inputs, outputs, and long-range modulation of cortical excit-

atory circuits, respectively (Kepecs and Fishell, 2014; Wang

et al., 2004). PV+ interneurons are also involved in generating

gamma oscillations—a substrate for neuronal coordination in

cortical processing (Wang, 2010), while PV+ and SST+ neurons

each regulate circuits for fear learning and memory in the amyg-

dala (Li et al., 2013; Wolff et al., 2014). VIP+ neurons are impli-

cated in diverse circuit functions, such as circadian pacemaking
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in the suprachiasmatic nucleus (Fan et al., 2015). Deficits in these

neural subtypes are linked to human brain disorders, such as the

perturbation of cortical PV+ and SST+ neurons in schizophrenia

(Lewis et al., 2012; Morris et al., 2008). Therefore, quantifying the

distributions and ratios of these neuronal cell types across the

entire brain will enable a new quantitative basis for understand-

ing their functions in health and disease, for example by allowing

computational circuit modeling based on realistic cell densities

that could validate existing predictions and/or generate novel

hypotheses, or identifying new features or subdivisions of poorly

characterized brain regions.

The gold standard for quantifying cell distribution is design-

based stereology (Schmitz and Hof, 2005). The laboriousness

of both data collection and data scoring, however, prevents

the use of stereology for quantitative analysis at the whole-brain

level. A high-throughput alternative is the isotropic fractionator

based on counting cell nuclei from dissociated tissue by flow

cytometry (Herculano-Houzel et al., 2015). However, since the

isotropic fractionator requires the brain regions to be manually

dissected, this method would be very difficult to use for compre-

hensive whole-brain analyses: for example, generating a repre-

sentative map of the mouse brain’s known functionally distinct

areas would require microdissection of over 400 unique regions

(Dong, 2008). These technical barriers have led to a piecemeal

understanding of the basic organization of brain circuits and

limited comparisons between genders or animals of different

genetic backgrounds or disease states.

Toovercome thesebarriers,wedevelopeda ‘‘cell counting and

distribution mapping’’ platform, based on automated imaging by

serial two-photon tomography (STPT) and data analysis by ma-

chine learning algorithms (Kim et al., 2015; Ragan et al., 2012).

Here we apply this platform to generate the first quantitative

whole-brain maps for three major cell types—the PV+, SST+,

and VIP+ neurons, and two subtypes of the SST+ and VIP+ pop-

ulations each. These data and our pipeline comprise the qBrain

resource,which includes tableswith cell counts andcell densities

for over 800 anatomical regions delineated by the Allen Mouse

Brain Atlas (Dong, 2008) and graphic visualizations of the data

in 3D movies, 2D flatmaps, and serial section datasets at our

webportal http://mouse.brainarchitecture.org/cellcounts/ost/.

To demonstrate the value of this resource we apply it to

discover a novel cortical organizing principle based on the ratios

of the output-controlling PV+ interneurons and input-controlling

SST+ interneurons. We then use these distributions to build

inhibitory circuit models that predict region-specific differences

in local cortical computation and long-range cortico-cortical

communication. We also identify sexually-dimorphic distribu-

tions of the VIP+, and SST+, cell types in nine brain areas,

most of which belong to the structures of the vomeronasal

system regulating reproductive and social behaviors. Finally,

we highlight other examples of cell-type-based biological

insights that can be derived from the analysis of the current data.

These findings constitute a proof of principle that the qBrain

resource can be mined by the scientific community to uncover

additional novel brain features and stimulate new research

across a broad range of brain functions. New datasets involving

more cell types as well as mouse disease models can be readily

analyzed by our pipeline and added to this database, enabling a
broad range of future studies with the ultimate goal to generate a

comprehensive cell-type-based atlas of the mouse brain.

RESULTS

Quantifying and Comparing Cell Type Distributions in
the Mouse Brain
The cell type distribution data were collected using our cell

counting and distribution mapping pipeline comprising (1)

brain-wide cell-type labeling, (2) automated brain imaging at a

single-cell resolution, and (3) computational analyses to enable

reliable cell type detection, 3D volume registration, and anatom-

ical segmentation.

While this method can be applied to any fluorescently labeled

cell population, here we took advantage of a well characterized

‘‘knock-in’’ mice with cell-type-specific expression of the Cre

and Flp recombinases based on the expression of genes that

define distinct, mainly inhibitory neuronal populations (He

et al., 2016; Taniguchi et al., 2011). PV+, SST+, and VIP+ cells

were labeled by crossing the respective gene-IRES-Cre driver

mice with reporter mice expressing green fluorescent protein

fused to histone 2B (H2B-GFP) upon Cre-mediated recombina-

tion (Figure 1A). The SST+ and VIP+ cell types were each further

subdivided into cells co-expressing SST and calretinin (SST:CR)

and SST and neuronal nitric oxide synthase (SST:nNOS), and

cells co-expressing VIP and CR (VIP:CR) and VIP and cholecys-

tokinin (VIP:CCK). This was achieved by crossing cell-type-spe-

cific IRES-Cre and IRES-Flp driver mice with reporter mice

expressing the red fluorescent protein tdTomato upon both

Cre and Flp recombination (He et al., 2016) (Figure 1A).

To achieve reliable and rapid brain imaging, we applied our

automated whole-mount microscopy STPT to image the entire

brains at XY resolution of 1 mmand Z-spacing of 50 mm, resulting

in 270-serial coronal section datasets (Ragan et al., 2012) (Fig-

ure 1B; STAR Methods). Automated detection of each cell type

in the serial section datasets was achieved using convolutional

neural networks (CNs) trained to recognize the nuclear H2B-

GFP or the cytoplasmic tdTomato signals (Jain et al., 2010;

Kim et al., 2015) (Figure S1). The resulting serial 2D cell counts

were converted to 3D cell counts by a stereological conversion

factor estimated based on computational and manual cell

counts (Figure S1E; STARMethods). To obtain cell-type-specific

cell counts per anatomical areas, each imaged brain waswarped

to a reference STP (RSTP) brain aligned to the Allen Mouse Brain

Atlas (Figure 1B; Table S1; STAR Methods) (Dong, 2008; Kim

et al., 2015). Finally, region-specific cell densities per cubic

mm (mm3) were calculated from the estimated cell counts and

the volume of each brain area (Figure S1E; Tables S2 and S3;

STAR Methods).

To enable broad use of these generated data as a resource for

the scientific community, the whole-brain cell type datasets can

be interrogated using three different formats. First, we provide

a visual overview of each cell type distribution (per mm3) as

whole-brain flatmaps adapted from the rat brain atlas (Swanson,

2004) (Figures 1C and S1G) and 3D movies of serial sections

(MoviesS1andS2).Second, the total cell counts and thecell den-

sities for all anatomical ROIs are given in Tables S1 and S3,

respectively. And third, the full resolution serial section images
Cell 171, 456–469, October 5, 2017 457
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Figure 1. Quantitative Cell Type Mapping in the Mouse Brain
(A) Genetic strategy to label brain cell types by Cre and Cre and Flp drivers. Top: the cell-type-specific Cre and Flp mouse lines; bottom: the fluorescent protein-

based reporter lines.

(B) Reconstructed SST-Cre:H2B-GFPmouse brain imaged by STPT (B1) and the detected SST+ cell distribution (B2). Each brain is registered to a reference STP

(RSTP) brain aligned with the common coordinate framework Allen Brain atlas (B3) for anatomical segmentation of the whole-brain cell type distribution.

(C) Cell densities per mm3 of each of the seven cell types analyzed in our study are visualized as whole-brain flatmaps (see Figure S1 for a high resolution flatmap;

complete cell counts and cell densities are given in Tables S1 and S3).
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Figure 2. Uneven Distribution of the Three Major Interneurons in the Isocortex

(A) Unbiased voxel-based quantitativemapping. The first three columns show the PV+, SST+, and VIP+, and the last column the combined signals overlaid on the

RSTP brain with anatomical segmentation information (see also Movie S1). The heatmap represents number of cells per voxel (a sphere of 100 mmdiameter). The

A/P bregma position is shown in the first column. (Tables S1, S2, S3 list the full anatomical names).

(legend continued on next page)
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of cell type distributions are accessible for viewing via our cell-

type-dedicated repository http://mouse.brainarchitecture.org/

cellcounts/ost/.

Analysis of Cortical Inhibitory Interneurons Reveals
Unexpected Cell-Type-Specific Regional Distributions
To demonstrate the value of the qBrain resource we first exam-

ined the distributions of the mapped neurons in different regions

of the neocortex, where these cell types represent themajority of

inhibitory interneurons and are known to play cell-type-specific

roles in orchestrating cortical functions (Kepecs and Fishell,

2014; Wang et al., 2004). The quantitative data we generated

allowed us to address a key unanswered question relating to

cortical processing, that is whether the archetypal local inhibitory

circuit architecture described in the visual cortex (Pfeffer et al.,

2013) is repeated throughout the entire neocortex, or if inter-

neuron distribution shows cortical area-specificity suggesting

that distinct circuit architectures may underlie the diverse

processing capabilities of different cortical regions.

Visualizing the cell density of inhibitory cell types in flat maps of

the isocortex revealed that the PV+ and SST+ cell densities differ

considerably amongcortical areas. ThePV+cell density appeared

lower and theSST+cell density higher in regions involved in higher

cognitive functions, including medial frontal and lateral associa-

tional areas (Figure 2; see also Figure S2). To qualitatively validate

this data, we examined PV and SST in situ hybridization data from

the Allen Brain data portal (Ng et al., 2009), which supported our

findings (Figure S3). However, it is important to note that the Allen

Brain results typically derive from only one brain and therefore

could not be used to independently derive our findings.

We also note that similar cortical networks comprising the

medial frontal and lateral associational areas were recently

inferred based on long-range cortico-cortical connectivity (Zingg

et al., 2014). This surprising link is clearly seen when the inter-

neuron cell density data are organized according to the Zingg

et al. data: the PV+ to SST+ ratio appears balanced in the motor

and somatosensory, audio-visual and medial associational

areas, while, in contrast, this ratio is strongly skewed in favor

of the SST+ interneurons in the lateral associational and medial

frontal networks, suggesting the existence of distinct local

circuits for the higher-order cortical areas (Figures 2F and 2G;

Figures S2) (see more below).

Data from the intersectional mice revealed that the SST/CR

interneurons, a population enriched for Martinotti cells, show

similar distribution as the total SST neurons, while the SST/nNOS

interneurons, called type I nNOS neurons, have a more uniform

distribution across the isocortex (Figure S4). Both VIP/CR

interneuron-selective cells and multipolar VIP/CCK small basket

cells show similar distribution to the total VIP interneurons

(Figure S4).

Next, we asked whether relative laminar distribution of inter-

neurons across cortical layers, independent of the cell density-
(B–E) Cell densitymapping using a cortical flatmap (B). The heatmap displays of ce

the low density of PV+ and high density of SST+ in the medial frontal (blue arrow

(F–G) Cell density plots (F) and relative distribution (G) of the three interneu

subnetworks based on their anatomical connectivity (Zingg et al., 2014) (see

deviation.
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based differences, is conserved between cortical regions. Previ-

ous immunohistochemical studies characterized the relative

laminar distribution ofmajor interneuron cell types in the somato-

sensory and visual cortex (Gonchar et al., 2008; Pfeffer et al.,

2013; Prönneke et al., 2015; Rudy et al., 2011; Xu et al., 2010),

and our data showed that this pattern is indeed repeated across

the entire isocortex: the PV+ and SST+ interneurons are most

abundant in the layers 4–5 (PV+) and layers 4–6 (SST+), while

the VIP+ interneurons show high density in the layers 1–4, with

a peak in the layer 2/3 (Figure 3; see also Figure S5 for distribu-

tion based on distance from the brain surface).

The inhibitory intersectional subpopulations also showed a

stereotypical laminar distribution, with some cell-type-specific

distinctions: The SST/CR neurons show relatively high density

in the superficial layers, while the SST/nNOS neurons are rela-

tively more abundant in deep cortical layers (Figure 3). Both

the VIP/CR and VIP/CCK interneurons show expression patterns

similar to the entire VIP+ population, except that the VIP/CCK

cells are relatively more abundant in the layer 1 (Figure 3).

We conclude that, while the total numbers of the main popula-

tions of PV+ and SST+ interneurons significantly vary based on

cortical regions, the laminar organization of the inhibitory cell

types is comparable across the isocortex.

Areal Hierarchy in the Cortical PV+ to SST+ Cell Density
Ratios
To understand the cortical interneuron differences more quanti-

tatively, we next plotted each layer 2/3 area within a two-dimen-

sional PV+ to SST+ cell density plane, with the cell-type specific

density normalized by its average across areas, which confirmed

that the local PV+/SST+ cell densities are indeed most similar

within the Zingg et al. (2014) defined cortical networks (Fig-

ure 4A). Similar analysis of the VIP+/PV+ and VIP+/SST+ inter-

neuron distribution revealed lesser separation (Figures 4B

and 4C), suggesting that the link between local circuits and

cortical networks is more specific to the balance between the

output-controlling PV+ interneurons and input-controlling

SST+ interneurons (see also Figure S6 for cortical layer 5 anal-

ysis). Finally, the notion of a cortical area hierarchy related to

the PV+/SST+ cell densities is confirmed when the cortical areas

are sorted according to their PV+/SST+ ratio (Felleman and Van

Essen, 1991): areas belonging to the motor-somatosensory

subnetwork tend to have the highest PV+/SST+ density ratios,

corresponding to lowest levels in the hierarchy, while the areas

from the lateral and the medial frontal subnetworks occupy the

highest levels in the hierarchy, with the lowest PV+/SST+ density

ratios (Figure 4D).

Modeling the Consequences of the Distinct PV+ and
SST+ Cell Densities on Local Cortical Circuits
What may be the functional consequences of the measured

cortical interneuron densities? A straightforward prediction is
ll density per mm3 for the VIP+ (C), PV+ (D), and SST+ (E) cell populations. Note

) and lateral association cortices (orange arrow).

ron cell types across anatomical regions of the isocortex arranged in five

also Table S3 for complete dataset). The values in (F) = mean ± standard

http://mouse.brainarchitecture.org/cellcounts/ost/
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Figure 3. Cell-Type-Specific Laminar Cortical Distribution

(A) Examples of the seven cell types in the six-layer primary auditory (top panel) and five-layer dorsal anterior cingulate (bottom panel) cortex (full datasets are

deposited at http://mouse.brainarchitecture.org/cellcounts/ost/).

(B and C) Relative cortical layer cell densities from the primary auditory (B) and dorsal anterior cingulate (C) cortices, with each cell type color-coded as shown on

the right (the values = mean ± standard deviation).

(D and E) Average relative cortical layer cell densities from all 6-layer (D) and 5-layer (E) cortical areas, shown with the same figure composition as in (B-C) (the

values = mean ± standard deviation). Note the stereotypic layer distribution of the interneuron subtypes across the mouse isocortex.
that an increase in the density will correspondingly strengthen

the cell type’s role in controlling cortical excitatory neurons.

To test this prediction, we studied a simple linear rate-based

circuit model consisting of excitatory (E), PV+, SST+, and

VIP+ cell populations connected according to a circuit diagram

measured in the visual cortex (Figure 5A) (Pfeffer et al., 2013),

with the cell density modeled as a scaling factor to all output pro-

jection weights of that population. PV+, SST+, and VIP+ neurons

all receive long-range inputs from other cortical and subcortical

areas that serve a range of important functions, including feed-

forward inhibition and feedback disinhibition (Kepecs and Fish-

ell, 2014; Wall et al., 2016). Therefore, we focused on circuit

responses to external inputs driving the three interneuron cell

types, starting with inputs targeting the PV+ populations.

We first compared responses in models of the somatosensory

barrel field (SSp-bfd) (low SST to PV L2/3 ratio) and the infralim-

bic (ILA) cortex (high SST to PV L2/3 ratio) (Figures 4A and 5B).
As expected, in response to the inputs targeting the PV+ popu-

lation, the steady-state response of the E population is more

suppressed in the SSp-bfd, which has higher PV+ cell density

than the ILA area (Figure 5C, top trace). The circuit model also

suggests that the larger suppression of E activity in the SSp-bfd

is not due to stronger responses of inhibitory currents (Figure 5C,

middle traces) but, instead, due to reduced steady-state excit-

atory recurrent currents reflecting the reduced steady-state

E activity (Figure 5C, bottom trace).

Next, we compared responses in the posterior auditory

(AUDpo) and the ventral restrosplenial (RSPv) areas, which

have approximately even SST+ to PV+ ratio, but with densities

of both cell types higher in the RSPv (Figures 4A and 5D).

Here, we find that the steady-state response of E population

activity is similar in the two areas (Figure 5E, top trace), though

the density difference is reflected in stronger responses of the

PV-to-E and SST-to-E currents in the RSPv (Figure 5E).
Cell 171, 456–469, October 5, 2017 461
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Figure 4. Cortical Area Hierarchy in L2/3 PV+ to SST+ Density Ratios

(A) Cortical areas are segregated in space of L2/3 PV+ and SST+ density according to their cortical subnetworks (color coded).

(B) Decision boundaries of linear discriminant analysis classifiers using, from left to right, PV+/SST+, PV+/VIP+, or SST+/VIP+ cell densities.

(C) Cross-validated classifier performances on left-one-out data, when different combinations of density information are used. Gray area indicates the 95%

confidence interval of classifier performances on shuffled data.

(D) Cortical areas ranked by their PV+/SST+ cell density ratios.
Moving beyond the selected example areas, we examined the

responses to inputs targeting the PV+ population while system-

atically varying the PV+ and SST+ cell densities. The steady-

state E activity indeed becomes more suppressed with higher

PV+ cell density, but it also becomes more disinhibited with

higher SST+ cell density (Figure 5F). This suggests that both

PV+ and SST+ densities are effective at altering the circuit

responses when external input targets the PV+ cell population.

Under the same conditions, the PV-to-E current response

strengthens (becomes more negative) with both higher

PV+ and higher SST+ cell density (Figure 5G), and the SST-to-

E current response also strengthens (becomes more positive/

disinhibited) with higher PV+ and SST+ density (Figure S7A).

These findings are not trivial outcomes of the inhibitory

connectivity or the circuit diagram (Figure S7B), as they require

sufficiently strong recurrent excitatory connections (see STAR
462 Cell 171, 456–469, October 5, 2017
Methods). Furthermore, these findings remain valid after addition

of other putative connections in the cortical circuit, including

PV-to-SST, VIP-to-PV, and VIP-to-E connections (Pi et al.,

2013). Finally, these results were also reproduced in a neural

circuit model of 5,000 realistic spiking neurons and data-con-

strained synaptic weights (Figures S7C–S7E) (Litwin-Kumar

et al., 2016; Wang et al., 2004).

Based on these results we can interpret the cell-density plots

in Figure 4 in the following way. The largest areal difference

defined by the PV+/SST+ ratio is an anti-correlated change in

PV+ and SST+ densities, which is equivalent to traveling along

the anti-diagonal direction in the PV+/SST+ density plane.

Such a change strongly affects the excitatory population

response, as the E activity is more suppressed in areas with

higher PV+/SST+ ratio (Figure 5H). Regarding the underlying

changes in the local circuit currents, the reduced E activity is



Figure 5. Modeling Response Properties of Local Circuits While Varying Cell Densities

(A) Cortical circuit model with an excitatory (E) and three inhibitory populations (PV, SST, and VIP) (Pfeffer et al., 2013). Output weights of an inhibitory population

are proportional to the density of that population.

(B and C) Comparing cell densities (B) and local circuit responses (C) in areas SSp-bfd and ILA. (C) From top to bottom: E population activity, PV-to-E, SST-to-E,

VIP-to-SST, and E-to-E currents in response to external inputs driving the PV population. Spontaneous activities are kept the same across areas.

(D and E) Same comparisons as in (B,C), for areas AUDpo and RSPv.

(F–H) Responses of E population activity (F) and PV-to-E current (G) depend on both PV+ and SST+ cell densities. (H) Maps of circuit responses overlaid with the

distribution of cortical areas in the PV+/SST+ density plane.

(I) Increasing SST+ density strengthens the PV-SST-PV effective disinhibitory loop, leading to a stronger PV-to-E current response.
reflected in reduced recurrent excitatory currents, but without

changes in steady-state responses of inhibitory currents. On

the other hand, audio-visual and medial association subnet-

works are separated along the diagonal direction in the

PV+/SST+ density plane, which reflects comparable PV+/SST+

cell ratios, and such a change does not affect the E steady-state
activity, though it does lead to differences in steady-state

responses of inhibitory currents (Figure 5H).

How can we explain the surprising outcome for the regions

lying along the diagonal and anti-diagonal directions of the

PV+/SST+ plot? Based on the circuit model, inputs onto the

PV+ population will suppress the E activity, which, in turn, leads
Cell 171, 456–469, October 5, 2017 463



to a suppression of recurrent excitation on the SST+ cells. The

loss of SST+ activity then disinhibits the PV+ population and

this disinhibitory loop is stronger in areas with higher SST+ den-

sity, resulting in a stronger PV-to-E current response (Figure 5I;

see STAR Method for more rigorous derivations).

Wehavealsocarried out similar analysis of the L2/3circuit prop-

erties in response to external inputs targeting the other cell popu-

lations (Figure S7A). In response to inputs targeting the SST+pop-

ulation, thesteady-stateEactivitybecomesmoresuppressedwith

higherSST+cell density, butmoredisinhibitedwithhigherPV+cell

density. In response to external inputs targeting the VIP+ popula-

tion, the steady-state E activity becomes more disinhibited with

higher SST+ cell density, and less disinhibited with higher

PV+ cell density. Finally, in response to inputs onto the excitatory

population, the steady-state E activity aswell as the E-to-Ecurrent

is reduced with both higher PV+ and SST+ cell density.

In summary, the functional impact of the empirical cell

densities needs to be interpreted beyond the immediate effect

of each cell type, as for example the SST+ density can strongly

influence how PV+ interneurons inhibit excitatory neurons.

These results provide a rationale for further studies of other cir-

cuit parameters (e.g., connection probability and synaptic

weights) in the lateral associational and frontal cortical areas in

comparison to the sensorimotor areas.

Subcortical Maps of the PV+, SST+, and VIP+ Cells
Subcortical neurons expressing PV, SST, and VIP comprise a

broad variety of cell types, including long-range projection inhib-

itory neurons, for example, in the basal forebrain (Henny and

Jones, 2008), and even projection excitatory neurons (Shang

et al., 2015;Wallace et al., 2017). Since the functional significance

of many of these neurons is only beginning to be understood,

analysesof their ratios anddistributionswithin diverse subcortical

brain regions are likely to provide potential anatomical bases for

known functions and inspire new functional and developmental

studies to understand the origin and consequence of these ste-

reotyped features of brain circuits. Here, we highlight several ob-

servations that suggest novel cell-type-based hypotheses about

organizations of key subcortical regions and circuits. More

detailed anatomical descriptions are given in STAR Methods.

SST+ neurons are most abundant in the lateral septum, bed

nuclei stria terminalis, and the amygdala (range �14,000 to

24,000 cells per mm3) (Table S3). We identified a novel high-den-

sity band of the SST+ field extending rostrally from the CEA and

MEA across the caudal half caudoputamen (CP) (light blue ar-

rows in Figure 6A), which is reminiscent of the rat ‘‘amygdalo-

striatal transition zone.’’ We therefore propose that this region

is organized in an analogous way in the mouse brain and should

be distinguished from the larger CP proper (see STARMethods).

PV+ cells are abundant in the cerebellum, inferior colliculus,

reticular thalamus, dorsal pallidum and substantia nigra (range

�4,000 to 47,000 cells per mm3) (Figure 6A). We note a marked

spatial separation between SST+ and PV+ cells within the basal

ganglia globus pallidus internal segment (GPi; also called ento-

peduncular nucleus) (white arrowhead in Figures 6A and 6B),

suggesting distinct input/output circuits in the GPi. This hypoth-

esis is indeed in agreement with a recent study identifying three

GPi projection neuron classes—SST+ cells co-releasing gluta-
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mate and GABA and PV+ cells releasing either glutamate or

GABA (Wallace et al., 2017). We also note a similar within-region

spatial segregation between PV+ and SST+ cell populations in

the subthalamic zona incerta (purple arrowhead in Figures 6A

and 6B). Finally, we note that the SST:nNOS++ neurons are

spatially clustered in the posterior MEA, suggesting distinct cir-

cuit function and/or connectivity for this cell subtype (Figure 6C).

Sex Dimorphism in SST+ and VIP+ Cell Type Distribution
Gender differences in brain anatomy have been of great interest

for their capacity to underlie sexually dimorphic behaviors and to

offer neural substrates for male-female differences in disease

susceptibility or responses to drugs (Bayless and Shah, 2016;

Simerly, 2002). Mining the qBrain resource enabled us to quan-

titatively contrast the distributions of the major PV+, SST+, and

VIP+ cell types in male and female mice, leading to several

new discoveries.

In agreement with a magnetic resonance imaging (MRI) study

(Spring et al., 2007), our data revealed a bias toward larger brain

volumes in the male mice, with 192 anatomical ROIs (of the total

818) found to be larger by more than 3% in the male brain (Table

S2). Surprisingly and in contrast to the brain volume measures,

analysis of sex-specific cell-type distribution revealed signifi-

cantly higher cell numbers of the SST+ and VIP+ cells in several

brain structures in the female brain, suggesting novel female-

specific circuit mechanisms for regulating reproductive and

social behaviors. We observed female specific cell enrichment

in regions linked to pheromonal processing, including SST+ cells

in the medial preoptic nucleus (MPNc and MPNl), medial amyg-

dala (MEApv), and paraventricular nucleus of the thalamus (PVT),

and more VIP+ cells in the accessory olfactory bulb (AOBgl and

AOBmi), cortical amygdala (COApm1), and medial preoptic

nucleus (MPNm) (Figure 7 and Table S4). In addition, female

brains contain more VIP+ cells in the inferior colliculus (central

nucleus, ICc) of the auditory pathway and the neuromodulatory

dorsal and central linear nuclei raphe (DR and CLI) (Table S4).

Unexpectedly, the only example of male-specific enrichment

was an increased density of SST+ cells in the posterodorsal

preoptic nucleus (PD), a structure previously linked to male ejac-

ulation (red arrows in Figure 7B and Table S4) (Heeb and Yahr,

1996; Heeb and Yahr, 2000). PV+ cells, in contrast, did not

show any sexually dimorphic distributions.

DISCUSSION

Comprehensive Cell Type Resource
Here we describe the first brain-wide maps of cell type distribu-

tion in the mouse brain and we present the data as an easily

accessible resource comprising whole-brain flatmaps (Figure 1),

supplementary movies and tables, and serial section datasets at

http://mouse.brainarchitecture.org/ost/. To illustrate the biolog-

ical insights that can be derived from these datasets, we

describe: (1) cortical organizations based on the distribution of

PV+ and SST+ interneurons, (2) spatial organizations of PV+

and SST+ cell types in several brain regions, and (3) several

regions with cell-type-based sexual dimorphism, revealing a

surprising bias toward increased circuitry in the female brain.

While these findings are discussed further below, we anticipate

http://mouse.brainarchitecture.org/ost/


Figure 6. Subcortical Distribution Patterns of Seven Cell Types

(A) Virtual density overlay reveals distinct anatomical distribution of each cell type. For example, enriched expression of SST neurons in the central amygdala is

extended to more anterior ventral part of caudate putamen (light blue arrows). Some area is exclusively occupied by one cell type (PV in GPe, STN, SN, white

arrow). PV and SST neurons showed dorsal and ventral expression in the GPi (white arrow head) and in the ZI (purple arrow head). PV neurons are highly ex-

pressed in basal ganglia (white arrows). Numbers represent A/P bregma. See also Movie S1.

(B) High resolution images to show topographical separation of PV and SST neurons expression in GPi and ZI.

(C) Genetic intersection approach reveals specific expression from SST subtypes in medial amygdala. Numbers represent A/P bregma (see also Movie S2).
that the use of these datasets by the scientific community will

generate many more insights and hypotheses, as the functional

roles of these cell types especially in subcortical areas are only

beginning to be understood.

The Use of STPT and Cell-Type-Specific Cre/Flp Driver
Mouse Lines to Estimate Cell Type Distribution
We previously demonstrated the use of our STPT pipeline for

automated analysis of behavior-driven c-fos induction or
anatomical anterograde or retrograde tracing (Hou et al.,

2016; Jeong et al., 2016; Kim et al., 2016; Kim et al., 2015; Ra-

gan et al., 2012). The use of this platform for quantitative brain-

wide mapping of cell type distribution represents a dramatic

methodological advancement compared to laborious stereo-

logical methods (Schmitz and Hof, 2005) or the isotropic frac-

tionator that can only analyze larger brain structures and does

not preserve the spatial information (Herculano-Houzel

et al., 2015).
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Figure 7. Sexually Dimorphic Expression of

SST+ and VIP+ Neuron

(A–D) Examples of sexually dimorphic regions.

(A-B) SST showed higher number of cells in

females than males in medial preoptic nucleus

(MPN) and posteroventral medial amygdala

(MEApv), and lower number in posterodorsal

preoptic nucleus (PD, red arrow). (C-D) VIP

showed higher number of cells in the female than

males inMPN and dorsal raphe (DR). See Table S4

for the complete list including the cell counting.
The reporter mice are based on ‘‘knock-in’’ Cre and Flp

drivers that express the recombinases constitutively from an

IRES (internal ribosomal entry site) cassette inserted in the 30

untranslated region (UTR) of the cell-type-specific marker

genes (Madisen et al., 2010; Taniguchi et al., 2011), which

can lead to labeling of cell populations that express the protein

marker only transiently during development and not in the adult

brain. This does not seem to be the case in the adult isocortex,

where the Cre-driven labeling of the PV+, SST+, and VIP+ cells

colocalizes in > 95% cells with the expression of the respective

reporter proteins (Pfeffer et al., 2013; Prönneke et al., 2015;

Taniguchi et al., 2011). Similarly, subcortical PV-Cre and

VIP-Cre labeling agrees well with available data for the respec-

tive mRNA and protein marker expression in the adult brain,

while several thalamic and hypothalamic SST-Cre-positive

areas do not appear to express SST in the adult brain, suggest-

ing that these cell populations are indeed marked due to a

transient developmental SST expression (see Anatomical

Description in STAR Methods).

Region-Specific Distribution of Cortical Interneurons:
Modeling of Their Impact on Local Inhibitory Circuits
The isocortex is thought to consist of repeated stereotypical

circuits that represent local computational units (Douglas and

Martin, 2007). At the same time, it has been argued that modifi-

cation of the numbers or ratios of interneurons could allow

different cortical areas to perform qualitatively distinct computa-

tions or functions: for example, the frontal cortex is believed to

require sufficiently strong recurrent excitation to generate

persistent activity that could underlie its function in working

memory as well as to benefit frommore dendrite-targeting inhib-

itory neurons than primary sensory areas in order to gate inputs

and filter out distractors (Wang, 2006). Our brain-wide analysis

clearly supports the hypothesis that distinct local circuits may

enable area-specific functions, as high order association areas

(the medial frontal and lateral association networks) fall into

high SST+/low PV+ category, while sensory areas (auditory-vi-

sual and somatosensory network) show balanced to low

SST+/high PV+ interneuron ratio distribution. This hierarchical

cortical organization based on the PV+/SST+ ratio parallels
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network classification based on cortical

functions and connectivity (Zingg et al.,

2014), suggesting a link between local

circuits and cortico-cortical communica-

tion. Finally, to account for the striking
differences in cortical cell densities, especially with respect to

the PV+ interneurons, our data point to a novel developmental

regulation of cortical region-specific interneuron cell migration

and/or pruning.

To understand the computational significance of our data, we

examined a L2/3 circuit model built with the area-corresponding

cell densities. These models predict that an anti-correlated

change of the PV+ and SST+ cell densities will have a major ef-

fect on the activity of the excitatory neurons. For example, excit-

atory neuronal activity is more suppressed by PV inputs in areas

with high PV+/SST+ ratios than with lower ratios. Alternatively, a

correlated change of the PV+ and SST+ cell densities alters the

PV+- and SST+-mediated currents without affecting excitatory

activity.

Anothermajor difference between the PV+ and SST+ interneu-

rons concerns their long-range inputs. Long-range feedforward

inputs strongly target PV+ neurons, while long-range feedback

inputs tend to target VIP+ neurons, which in turn inhibit SST+

neurons (Pfeffer et al., 2013; Pi et al., 2013; Wall et al., 2016).

As a result of a high PV+/ SST+ ratio, excitatory neurons in the

motor somatosensory areas will have a stronger response to

feedforward inhibition. Because of the low PV+/ SST+ ratio,

excitatory neurons in the medial frontal and lateral areas are

predicted to respond more strongly to feedback inhibition or

disinhibition.

Finally, since SST+ interneurons target the dendrites of excit-

atory neurons, it was suggested that SST+ neuronsmay gate the

inputs onto excitatory neurons (Lee et al., 2017; Wang et al.,

2004), and computational models suggest that SST+ interneu-

rons can selectively gate inputs that originate from different

areas or pathways (Yang et al., 2016). Therefore, higher SST+

interneuron density in the medial associational and lateral areas

can also allow for a larger repertoire of selective neurons.

Of note, our models assume that local circuit parameters,

namely the connection probability and synaptic weights, remain

approximately constant across cortical areas. While this

assumption is supported by some experimental measurements

from frontal and sensory cortical areas (Packer and Yuste,

2011; Pi et al., 2013), our data provide a strong rationale for

determining these parameters systematically at least across



the areas with the largest cell density differences, such as the

frontal infralimbic cortex and the somatosensory barrel cortex.

Sexual Dimorphism
The majority of previous studies of brain specific gender dimor-

phisms have identifiedmale specific increases in cell numbers or

gene expression levels, but here we observe the opposite

(Bayless and Shah, 2016; Simerly, 2002). We identified higher

SST+ and VIP+ cell numbers in all but one sex dimorphic regions

in the female brain, of which several were linked to regions

involved in pheromone perception and its translation into innate

behaviors. For example, the AOB, which transmits pheromonal

signals from the vomeronasal organ to the brain was reported

to be larger in the male rat (Segovia and Guillamón, 1993), and

we observe a similar �5% volume increase in male mice. How-

ever, female mice have an increased number of AOB VIP+ neu-

rons, which in the main olfactory bulb (MOB) were shown to

regulate circadian augmenting of olfactory sensitivity (Gracia-

Llanes et al., 2003). Therefore, one testable hypothesis sug-

gested by these data is that female mice may exhibit augmented

sensitivity in pheromonal processing, or perhaps be more sensi-

tive to circadian rhythms than males.

The MEA, COApm, and MPN lie downstream of the AOB

signaling and were also reported to be larger and comprise

more cells in male rats (Bayless and Shah, 2016; Simerly,

2002), in agreement with our data of �4% increased volume in

male mice. Our finding of larger numbers of SST+ cells in the

MEApv and MPN, and VIP+ cells in the COApm and MPN in

the female brain, in addition to the above AOB data, implies a

novel form of sex dimorphic regulation of reproductive and social

behaviors in female mice and offers genetically targetable cell

populations to tease out the functional consequences of this

anatomic dimorphism.

Other regions with female specific enrichment include the

VIP+ cells in the DR and CLI. This is of interest because these

neurons are thought to play a role in anxiety, especially with a so-

cial context, which may be differentially regulated in males and

females (Lee et al., 2008).

Rather surprisingly, given previous work, we identified only a

single region with enrichment in these cell types in male mice.

This 3-fold increase in the density of SST+ neurons in the PD

region of the hypothalamic medial preoptic area has not been

reported and the region has not received wide attention. Never-

theless, several studies of the region link it to ejaculation (Coolen

et al., 1996; Heeb and Yahr, 2000), which is a function quite

consistent with a requirement for male-specific circuitry, and

one that could represent a novel target for pharmacologic inter-

vention if present in humans.

In summary, our study provides the first comprehensive and

quantitative qBrain resource of cell type distribution in the

mammalian brain. The unexpected findings of cortical hierarchy,

areal subdivisions, and sex based anatomic dimorphism demon-

strate the power of unbiased cell type mapping in uncovering

novel structural insights and hypotheses about brain functions.

Computational modeling revealed an organization of the density

space of input-controlling SST+ interneurons and output-con-

trolling PV+ interneurons into two orthogonal subspaces, illus-

trating how the new dataset can be used as a resource for
discoveries from a modeling perspective. Further, because

these cell populations are defined by genetic reporter mouse

strains that are compatible with Cre/Flp inducible viruses, the

functional consequence of these newly defined circuit features

can be readily interrogated using optogenetic or chemogenetic

tools or studied developmentally. Finally, the resource we

provide can be easily expanded to include maps of the growing

number of genetically or immunologically defined neural

subtypes emerging from functional and transcriptional studies

of neuronal diversity.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS

Mice
Animal procedures were approved by the Cold Spring Harbor Laboratory Institutional Animal Care and Use Committee (IACUC).

All animals were housed under constant temperature and light conditions (12 hr cycle lights ON: 0600, lights OFF: 1800) and given

food and water ad libitum. For major GABA neurons, we crossed Cre drivers (Parvalbumin-IRES-Cre, Somatostatin-IRES-Cre, and

VIP-IRES-Cre) with reporter mice (CAG-LoxP-STOP-LoxP-H2B-GFP). For intersectional approach, we crossed intersectional

driver (SST-flp:CR-cre, SST-flp:nNOS-creER, VIP-flp:CR-cre, or VIP-flp:CCK-cre) with Ai65 reporter mice (CAG-Frt-STOP-Frt-

LoxP-STOP-LoxP-tdTomato). To induce nNOS-CreER, tamoxifen was prepared by dissolving in corn oil at room temperature

overnight with constant rotation and the same dose of 20mg/mL was administrated by intraperitoneal injection three times,

once every other day, beginning after P14. 8- to 10-week old mice from both female and male used for the study. For major

GABA neurons, 5 males and 5 females were used per kind. For the intersectional lines, 3 – 4 male and females were used per

kind. All brain samples were acquired as single groups without replication. Detailed information of each mouse including its

sex can be found in the online database http://mouse.brainarchitecture.org/cellcounts/ost/. Parvalbumin-IRES-Cre was pur-

chased from the Jackson laboratory and all other cell type specific driver and reporters were directly obtained from Dr. Z Josh

Huang. All Cre and Flp drivers, and Ai65 reporter mice used in this study are also available from Jackson Laboratory as indicated

in the Key Resources Table.

METHOD DETAILS

Brain sample preparation and STPT imaging
Transgenic mice were anesthetized with ketamine/xylazine mix and killed by transcardiac perfusion with isotonic saline followed by

4%paraformaldehyde (PFA) in 0.1M phosphate buffer (PB, pH 7.4). The brains were post-fixed overnight at 4�C, and stored at 0.05M

PBuntil imaging. The fixed brainswere embedded and cross-linkedwith oxidized 4%agarose for precise vibratome cutting. Tomake

oxidized 4% agarose, 2g of agarose (Fisher Scientific, cat.no. BP1356) and 0.21 g sodium periodate (NaIO4)(Sigma, cat.no. S1878)

were added in 100ml of 0.05MPB and the solution was gently stirred for 2-3 hr at room temperature under fume hoodwhile protected

from light. Then, the solution was washed three times in distilled water followed by one time washing with 0.05M PB using a funnel

with filter paper and vacuum suction. The agarose was then re-suspended in 50 mL of 0.05MPB for the brain embedding (this can be

stored at 4�C for up to 14 days). For the crossing-linking, sodium borate buffer solution was made by adding 19 g Borax (Sodium

tetraborate decahydrate, Sigma, cat.no. S9640) and Boric acid (Sigma, cat.no. B0394). Then, 0.2g of sodium borohydrate

(NaBH4, Sigma, cat.no. 452882) was added in 100ml of the sodium borate buffer to make sodium borohydride solution, which

can be used up to 7 days. For the brain embedding, the oxidized agarose was heated in the microwave. Once the solution became

clear and cooled down to 60�C, it was poured into the custom-built mold to embed the brain in consistent 3D angles. When the

agarose was solidified, the agarose block was trimmed and placed in 50ml Falcon tube with the sodium borohydride solution for

cross-linking at 4�C overnight or at room temperature for 2 – 4 hr. For the STPT imaging, cross-linked agarose block was glued

to a glass slide with magnetic bars underneath, which was then placed in a chamber filled with 0.05M PB. The chamber was placed

in themotorized stage in Tissuecyte 1000 (Tissuevision) for the STPT imaging. The blockwas initially sectionedwith 300 mm thickness

until the tip of the olfactory bulb was cut, followed by 3 additional cuts with 200 mm and 2 additional cuts with 50 mm. Two-photon

excitation focus was set at 60 mm from the sample surface. Once the stable cutting was confirmed, a series of images was acquired in

123 16 XY tiles (7003 700 pixels field of view, 13 1 mm resolution) with 270 z section in every 50 mm (Kim et al., 2015; Ragan et al.,

2012). Badly prepared samples due to poor perfusion and/or dissection errors, and poorly imaged brains were excluded from further

analysis.

STPT data processing
Image files were reassembled in 2D and 3D using custom built software (Kim et al., 2015; Ragan et al., 2012). For cell counting, we

used CNs that were trained based on nuclear c-fos-GFP signaling (Kim et al., 2015) for H2B-GFP signaling or cytoplasmic signal for

tdTomato signal from intersectional approaches. For H2B-GFP signal, we used 6803 cells in 28 randomly chosen image tiles

(800x800 XY pixels) (N = 3 mice). For tdTomato cytoplasmic signal, we used 710 cells from 34 randomly chosen image tiles

(800x800 XY pixels) (N = 4 mice). Two human experts independently marked up positive signals from the selected image tiles while

blind to another person’s and computer’s assessment. Marked cells by at least one expert are used as ground truth data to calculate

CNs performance. To enhance signal to noise ratio of tdTomato signal, we used ‘‘Subtract Background’’ function with rolling ball

radius = 10 in Fiji (ImageJ) before CNs cell counting. The CNs performance was evaluated using the F-score measure, which repre-

sents the harmonic mean of the precision (index for false positive) and recall (index for false negative), where 1 is the best and 0 is

the worst.

For the image registration, autofluorescent background is used to register the reference STP (RSTP) brain by thewarping algorithm

Elastix (3D affine transformation with 4 resolution level, followed by a 3D B-spline transformation with 6 resolution level). Mattes

Mutual information was used to calculate the similarity between the moving images (brain samples) and the target reference brain
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as described previously (Kim et al., 2015; Ragan et al., 2012). Centroids of CNs detected signal in each brain were registered to the

RSTP brain based on the registration parameters of each brain.

Automatic cell counting in anatomically defined areas was achieved by computing number of registered signals in each anatomical

label using custom built codes (Kim et al., 2015). Cell counting in evenly spaced and partially overlapping 3D sphere voxels (100 mm

diameter, 20 mm apart) was used to digitize and visualize detected signal distribution in the entire brain in an unbiased way using

custom built codes (Figure 2, Movie S1 and S2) (Kim et al., 2015). Virtual overlay was done in FIJI (ImageJ) and 3D rendering was

done in Volocity (Perkin Elmer).

Cortical and whole-brain flatmap
For the cortical flatmap, we adapted the previously usedmethod (Watabe-Uchida et al., 2012). First, isocortex area of the RSTP brain

was binarized with every 200um z interval from bregma anterior/posterior axis +3.045 to�4.855. Second, zero line was placed along

the most dorsal medial corner of the cortex and evenly spaced bins were generated in every 600um in the middle guideline along the

medial and lateral axis of the cortex. Centroid of cells detected by automated CNs counting was registered to the RSTP brain with the

cortical bins, and number of cells in each bin was computed by a custom-built code. For the whole-brain flatmap, we used a rat brain

flatmap generated by Larry Swanson (version 4.0 beta3, 2015) downloaded from http://larrywswanson.com/?page_id=1415. We

used custom-built Python code to map our density measurement onto the flatmap for 2D visualization.

Interneuronal circuit model
We studied linear dynamics of a four-population rate model.

tX
drX

dt
= � rX +

X
Y

WXYrY + IXext; for X ˛fE;P;S;Vg:
The weight matrix W has the form
W =

2
664
WEE WEP WES 0
WPE WPP WPS 0
WSE 0 0 WSV

WVE 0 WVS 0

3
775:
The connection from Y to X, WXY , is scaled by the normalized de
nsity of the projecting population, WXY = rYWXY
0 . The connectivity

value when rE = rP = rS = rV = 1 follows (Litwin-Kumar et al., 2016), therefore

W =

2
664
0:8 �rP �rS 0
1 �rP �0:5rS 0
1 0 0 �0:25rV

1 0 �0:6rS 0

3
775:
rE is omitted since they are set to equal to 1. The normalized den
sity rX for each area is the absolute density crX normalized by the

absolute density averaged across all areas. For the main text, we used cell densities from L2/3. We set

tE = 20ms; tP = 10ms; tS = 20ms; tV = 20ms:
These time constant parameters have no effect on the steady-s
tate responses, however, they could change the stability of the

fixed point.

In this model, the steady state of the system, given it is stable, is

rss = ð1�WÞ�1Iext:
1 is the identity matrix. The linear response of the steady-state a
ctivity to external inputs is

vrss
vIext

= ð1�WÞ�1
:

The current from population X to Y is IYX =WYXrX . The current r
esponse to external inputs targeting population Z, IZext, is defined

as vIYX=vIZext.
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Spiking neural circuit model
Each population Xð=E;P;S;VÞ is modeled with NX adaptive exponential integrate-and-fire neurons, where the i-th neuron is

described by:

dVi

dt
= � Vi � EX

L

tX
+
DX

T

tX
exp

�
Vi � VX

T

DX
T

�
�wX

i ðtÞ
CX

m

� 1

CX
m

X
Y

gXY
i;synðtÞ

�
Vi � EY

syn

�
+
mX
ext

tX
+
sX
extffiffiffiffiffi
tX

p hi ðtÞ:
mX sX
ext

tX
+ extffiffiffiffiffi

tX
p hi ðtÞ is the external input, decomposed into a mean and a noise term. hiðtÞ is a white noise Gaussian process. The adap-

tation current follows

tXw
dwX

i

dt
= a

�
Vi � EX

L

��wX
i :
Whenever a neuron spikes,wX is increased by an amount bX . The
i synaptic conductance from population Y to the i-th neuron in pop-

ulation X follows

dgX;Y
i;syn

dt
= � gX;Y

i;syn

tYsyn
+
X
j;k

gXY
ij dðt � tj;kÞ:
tj;k is the time of the k-th spike from neuron j in population Y.
gXY
ij is the connection weight from the j-th neuron of population Y to the i-th neuron of population X. Ideally, we would like to set

gXY
ij =GXY with probability PXY

ij , and gXY
ij = 0 otherwise. However, this will introduce additional variability whenwe compare simulations

with different parameters (cell density). In order to reduce this variability, the connections from population Y to X, if exist, are all-to-all.

The connection weight is then the original connection weight GXY multiplied by the would-be probability PXY
ij , gXY

ij =GXYPXY
ij .

Parameters are mainly taken from (Litwin-Kumar et al., 2016). We used 4000 excitatory neurons, 500 PV neurons, 250 SST neu-

rons, and 250 VIP neurons. The membrane capacitances are CE
m = 180pF and CP

m =CS
m =CV

m = 80pF. The leak conductances are

gE
L = 6:25nS, gP

L = 10nS, and gS
L =gV

L = 5nS. The membrane time constants are tE = 28:8ms, tP = 8ms, and tS = tV = 16ms. The resting

potential is �60mV for all neurons. The threshold voltages are VE
T =VP

T = � 40mV and VS
T =VV

T = � 45mV. The EIF slope parametr DT

is 0:25 for PV neurons and 1 for other neurons. The reset potential Vre is�60mV for all neurons. The refractory period tref is 2ms for all

neurons. The subthreshold adaptation a is 4nS for all populations except for PV neurons that do not adapt (a= 0nS). Similarly, the

spike-triggered adaptation b= 8pA for all neurons except for PV neurons (bP = 0pA). The adaptation time constant tw is always

150ms. The standard deviation for external input sext = 3:5mV for all neurons. The reversal potential Esyn is 0mV for excitatory syn-

apses while it is �67mV for inhibitory synapses. The synaptic time constants are tEsyn = 2ms, tPsyn = 3ms, and tSsyn = tVsyn = 4ms.

For consistency with Litwin-Kumar et al., 2016, we assume that neurons are tuned to orientation. This assumption has little effect

on our results. Neurons’ preferred orientations span ð�p=2;p=2Þ uniformly. And the connection probability is given by

PXY
ij =PXY

0

�
1+PXY

2 cosðqi � qjÞ
�
:

q is the preferred orientation of the i-th neuron from population X.
i The connection weight matrix, and the would-be connection prob-

ability matrices are given below.

G=

2
664
0:15 1:0 1:0 0:0
0:7 1:0 1:0 0:0
0:35 0:0 0:0 0:25
0:35 0:5 0:25 0:0

3
775nS;
P0 =

2
664
0:05 0:3 0:3 0:0
0:2 0:4 0:4 0:0
0:2 0:0 0:0 0:4
0:2 0:1 0:2 0:0

3
775;
P2 =

2
664
0:8 0:0 0:0 0:0
0:1 0:0 0:0 0:0
0:0 0:0 0:0 0:0
0:0 0:0 0:0 0:0

3
775:
In Figure S7E, we varied the density of PV and SST neurons. If we
 keep the external background inputs to the system the same while

varying cell density, then the spontaneous activities of the networkwould be very different, which in turn affects how neurons respond
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to inputs. So a critical step is to ensure the spontaneous activities of the network is more or less the samewhen varying cell density. In

order to achieve this uniform spontaneous activity, we used an optimization algorithm to find the proper mean background inputs

mX
ext, X =E; P; S; V.

We compared the spontaneous activity condition with the PV-activated condition, in which the mean level of external input to the

PV population mP
ext was increased by 0:5 mV. This is a relatively modest increase aimed at probing the linear response of the system.

We computed the change in the average currents from PV, SST, and E neurons to E neurons.

Gradients of circuit responses with respect to cell densities
We studied a simplified linear circuit model

t
dr

dt
= � rðtÞ+WrðtÞ+uðtÞ:
In component form,
t
drX

dt
= � rXðtÞ+

X
Y

WXYrYðtÞ+ uXðtÞ;
where X; Y˛fE; P; S; Vg. The output connection weights of
 a population are scaled by the cell density of that popula-

tion, WXY = rYWXY
0 .

Rate responses

In this model, the steady state of the system, given it is stable, is

rss = ð1�WÞ�1u;
where 1 is the identity matrix. We denote
M=
vrss
vu

;

the linear response matrix. An entry of this matrix,
MXY =
vrXss
vuY

;

represents the change in X population activity when unit-level exte
rnal inputs target the Y population.MXY takes into account not only

the direct connection WXY (if exists), but also all the indirect connections through other types of neurons. For the linear system,

we have

M=
vrss
vu

= ð1�WÞ�1
:

We are interested in how the response depends on cell densities
. Therefore we now calculate the derivative:

vMXY

vrZ
:

First, we calculate this derivative
vMXY

vWAB
=

�
vM

vWAB

�XY
= �

�
M

vM�1

vWAB
M

�XY
= �

�
M

vð1�WÞ
vWAB

M

�XY
=
X
P;Q

MXP vWPQ

vWAB
MQY = MXAMBY :
Notice that
vWXY

vrZ
=

vrYWXY ;0

vrZ
= dYZWXY;0 = dYZ

WXY

rY
= dYZ

WXY

rZ
:

Then we have
vMXY

vrZ
=
X
V

vMXY

vWVZ

vWVZ

vrZ
=
X
V

MXV MZY,
WVZ

rZ
=

MZY

rZ
½MW�XZ = MZY

rZ

	
M
�
1�M�1

�
XZ
=

MZY

rZ
½M� 1�XZ

=

�
MXZ � dXZ

�
MZY

rZ
:
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Therefore when XsZ, we have simply
vMXY

vrZ
=
MXZMZY

rZ
:

Current responses

Wenext study how the current responses depend on cell densities. An unit-level external input targeting aY population uY will change

theX population steady-state activity rXss byM
XY , which then changes the steady-state X-to-V current IVXss byWVXMXY . Mathematically

speaking, the current response

vIVXss
vuY

=
v
�
WVXrXss

�
vuY

=WVXMXY :
We can calculate the derivative of this current response with res
pect to the density of population Z; rZ :

vWVXMXY

vrZ
=WVX vM

XY

vrZ
+MXY vW

VX

vrZ
=WVX M

ZY
�
MXZ � dXZ

�
rZ

+MXY vW
VX

vrZ

=WVXM
ZY
�
MXZ � dXZ

�
rZ

+MXYW
VZ

rZ
dXZ =

WVXMXZMZY

rZ
:

We can understand the signs of all rate and current responses
 presented in the main text with these expressions. For example,

increasing SST+ density strengthens the PV-to-E current response when external inputs target the PV population. Mathematically,

this means

vWEPMPP

vrS
< 0:

The above equation holds true because

vWEPMPP

vrS
=
WEPMPSMSP

rS
< 0;
and MPS < 0; MSP < 0: MPSMSP describes an effective disinhibitor
y loop which is strengthened with higher SST+ density.

Conditions for findings
We observe several interesting and non-trivial phenomena in the rate and current response maps (Figure 5, Figure S7). The E rate

response maps have similar contours when external inputs target the PV or the SST population (Figure S7A, top row). When the

external input targets the PV population, the PV-to-E current response map has similar contours as the SST-to-E current response

map (Figure S7A, second column). Similar finding is seen when the external input targets the SST population (Figure S7A, third col-

umn). More specifically, the PV-to-E current response and the SST-to-E current response usually have opposite signs but similar

magnitudes, regardless of the cell densities.

Below we show that all these phenomena are closely related, and they all hold true when the recurrent E-to-E excitation roughly

balances the own leakage of the E population.

Rate responses

The E rate response is described byMEP when external inputs target the PV population, andMES when external inputs target the SST

population. For these responses to have similar contours in the PV+/SST+ density plane, their gradients with respect to the cell

densities

�
vMEP

vrP
;
vMEP

vrS

�
;

and
 �
vMES

vrP
;
vMES

vrS

�

should point to the exact opposite directions. Therefore we need
vMEP

vrP
vMES

vrS
=

vMEP

vrS
vMES

vrP
; (1)
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as well as
vMEP

vrP
< 0;

vMES

vrS
< 0;

vMEP

vrS
> 0;

vMES

vrP
> 0: (2)
Because
 �
vMEP

vrP
;
vMEP

vrS

�
=

�
MEPMPP

rP
;
MESMSP

rS

�
;

�
vMES

vrP
;
vMES

vrS

�
=

�
MEPMPS

rP
;
MESMSS

rS

�
:

So Equation (1) becomes:
0=MPPMSS �MPSMSP:
Below we will compute MPPMSS �MPSMSP:
The inverse of a matrix A can be written as its adjugate adjðAÞ divided by its determinant detðAÞ,

A�1 =
1

detðAÞ adjðAÞ:
The VIP population plays minimal role when external inputs do n
ot directly target them. So for simplicity, here we ignore the VIP

population, and consider only excitatory, PV, and SST populations. Then the connectivity becomes

W =

2
4WEE WEP WES

WPE WPP WPS

WSE 0 0

3
5:

The response matrix also becomes 3-by-3,

M =

2
4MEE MEP MES

MPE MPP MPS

MSE MSP MSS

3
5:
So we have
MPPMSS �MPSMSP =det

��
MPP MPS

MSP MSS

��
= adjðMÞEE
=detðMÞ�M�1

�EE
=detðMÞð1�WÞEE
=detðMÞ�1�WEE

�
Since M= ð1�WÞ�1 is invertible, we have detðMÞs0. So for Equation (1) to hold exactly we need

WEE = 1:
Next we derive conditions for the signs to be correct as in Equa
tion (2). For the reduced 3-dimensional system, we can explicitly

calculate the determinant and the adjugate of the matrix 1�W. The determinant is

detð1�WÞ= �
WPP � 1

�
,

��
WEE � 1

�
+
WEPWPSWSE

�WPP + 1
+
WEPWPE

�WPP + 1
+WESWSE

�
:

And the adjugate matrix is
adjð1�WÞ=
2
4 �WPP + 1 WEP WEPWPS +WES

��WPP + 1
�

WPE +WPSWSE �ðWEE � 1Þ �WESWSE �ðWEE � 1ÞWPS +WESWPE

WSE
��WPP + 1

�
WEPWSE �ðWEE � 1Þð�WPP + 1Þ �WEPWPE

3
5:
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When WEE = 1 we have
adjð1�WÞ=
2
4 �WPP + 1 WEP WEPWPS +WES

��WPP + 1
�

WPE +WPSWSE �WESWSE WESWPE

WSE
��WPP + 1

�
WEPWSE �WEPWPE

3
5

Because
M= ð1�WÞ�1 =
1

detð1�WÞ adjð1�WÞ;
we have
vMEP

vrP
=
MEPMPP

rP
=
½adjð1�WÞ�EP½adjð1�WÞ�PP

rP½detð1�WÞ�2 =
�WEPWESWSE

rP½detð1�WÞ�2 < 0:
Also
vMES

vrP
=

WEPWESWPE

rP½detð1�WÞ�2 > 0:

Therefore the signs of
vMEP

vrP
and

vMES

vrP
are fixed. On the other hand,

vMEP

vrS
=
MESMSP

rS
=

½adjð1�WÞ�ES½adjð1�WÞ�SP
rS½detð1�WÞ�2 ;
vMES

vrS
=
MESMSS

rS
=

½adjð1�WÞ�ES½adjð1�WÞ�SS
rS½detð1�WÞ�2 :

Because

½adjð1�WÞ�SP < 0;
and
½adjð1�WÞ�SS > 0;
in order to satisfy Equation (2), we need ½adjð1�WÞ�ES < 0 or equ
ivalently

�WESWSE >
WEPWPSWSE

�WPP + 1
;

whichmeans that the SST population needs to be overall net inhib
itory to the E population. The left-hand-side represents the strength

of the recurrent E-SST-E inhibitory loop, while the right-hand-side represents the strength of the E-SST-PV-E recurrent disinhibition

loop. Herewe see a direct tradeoff between SST’s roles in inhibition and disinhibition (through PV). In ourmodel, the parameter choice

made SST overall inhibitory, satisfying Equation (2).

Current responses

Now we show that whenWEE = 1 the PV-to-E current response and the SST-to-E current response will always cancel out each other

perfectly, leading to a net-zero change of inhibitory currents in response to external inputs onto inhibitory neurons.

Because X
Y

WXYMYZ = ðWMÞXZ = ðM� 1ÞXZ =MXZ � dXZ ;
we have
MEP =WEEMEP +WEPMPP +WESMSP;
MES =WEEMES +WEPMPS +WESMSS:

This is simply stating that the rate response is the result of currents from PV, SST, and E populations.
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When WEE = 1 we have �
WEE � 1

�
MEP = 0;
and
MEP =WEEMEP:

Therefore

WEPMPP +WESMSP = 0;
and
v
�
IEPss + IESss

�
vuP

= 0:

Similarly,

WEPMPS +WESMSS = 0;
and
v
�
IEPss + IESss

�
vuS

= 0:
These equations mean that the total inhibitory current onto the ex
citatory population does not change in response to external inputs

onto the inhibitory populations.

Anatomical description of PV+, SST+ and VIP+ neuronal distributions in the major divisions of the mouse brain
We provide detailed description of the three major GABA types to facilitate anatomical understanding of their subcortical expression

pattern. We also encourage readers to examine high resolution raw data from each cell type in our web site (http://mouse.

brainarchitecture.org/cellcounts/ost/).

Basal nuclei
Overall, the basal nuclei are mostly labeled by SST+ neurons. The basal nuclei SST+ neurons (�300,000) are about one order of

magnitude more numerous than the PV+ (31,914), and two orders of magnitude than the VIP+ neurons (2,969). PV is consistently

present only in a few regions of basal ganglia, and VIP+ neurons are mostly in the order of tens per nucleus. Even though the

PV+ neurons are the most numerous, they are not uniformly distributed, and tend to form specific patterns.

Rostral-most, the nucleus accumbens (ACB) is intensely labeled by SST around the anterior commissure (ac). The rostral lateral

septum (LSr) and substantia innominata (SI) are also heavily labeled around this level (+1.64 mm from bregma). Proceeding caudally,

the SST field in the ACB extends dorsally and labels the lateral wall of the rostral caudoputamen (CP). The remaining SST label in ACB

is restricted to its dorsal part and around ac. Further caudally, the SST label of ACB is reduced to a band just below the ac, which

separates in two segments. The dorsomedial segment tends to migrate toward the lateral septum, while the lateral part of this SST

field migrates toward the piriform cortex (PIR). The ACB becomes again intensely labeled by the SST in its caudalmost part.

The lateral SST field in the rostralmost CP becomes thinner more caudally, merges with the SST field in the lateroventral ACB, and

gradually extends horizontally, to form the ventral border of CP at about 0 mm from bregma. This SST field continues to label the

ventral CP to its remaining rostrocaudal extent (see below).

The fundus of the striatum (FS) is labeled by the SST almost entirely across its rostrocaudal extent. In its rostral part, FS is labeled

mostly dorsally, close to the border with CP, while caudally SST labels it entirely and strongly.

The SI is diffusely labeled by SST in its more caudal part. However, it includes an ovoid and restricted PV field just below the rostral

BSTal. Proceeding caudally, this field becomes elongated in the dorsal SI, and it will migrate in the ventral sector of the rostralmost

part of the external globus pallidus (GPe). The PV field of SI does not intermingle with the surrounding SST.

The LSr is very intensely SST-labeled with the exception of a lateral zone long of about 1 mm where the label is moderate at best,

after which it becomes entirely labeled. The caudal and ventral parts of the lateral septum (LSc; LSv) are also intensely labeled by

SST. However, their neighbors, the septofimbrial nucleus (SF) and the triangular nucleus of the septum (TRS) are weakly labeled

by SST, and only rostrally and laterally.

The rostral parts of themedial septum (MS) and the nucleus of the diagonal band (NDB) are diffusely labeled by SST.More caudally,

the NDB includes a restricted PV field, which does not intermingle with the SST+ neurons. Further caudally, the SST label in MS

becomes weak, and strong in NDB. This field also labels the magnocellular nucleus (MA) at least partially.
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The olfactory tubercle (OT) is void of any label rostrally. However, PV+ neurons are found in layer II, and SST is expressed across all

its three layers more caudally.

The anterior bed nuclei of the stria terminalis (BST) are intensely labeled by SST, but only those dorsal from the ac. Ventral from the

ac, the SST label is strong only in the ventral part of the anterolateral BST (BSTal), moderate in the anteromedial nucleus (BSTam), and

in the fusiform nucleus (BSTfu). The nuclei of the posterior division, however, show different SST labeling patterns. Thus, the principal

nucleus of the BST (BSTpr) is labeled very strongly on its rostrocaudal extent, as well as the dorsal part of the interfascicular nucleus

(BSTif), and the rostral segment of the transverse BST (BSTtr).

The amygdalar nuclei associated with the striatum are intensely labeled by the SST, with the exception of the ventral part of the

anterior amygdala (AAA), the basal amygdala (BA), and the ventral tips of the anteroventral and anterodorsal nuclei of the medial

amygdala (MEAav; MEAad), respectively. The capsular, lateral and medial nuclei of the central amygdala (CEAc, CEAl, CEAm) are

exceptionally labeled by SST, and form a continuous field with the ventral sector of the caudal CP.

Finally, the GPe is labeled by PV rostrocaudally, and the internal segment of the globus pallidus (GPi) includes both PV+ and SST+

neuronal populations. These populations tend to be segregated spatially (see Figures 7a and 7b).

Thalamus

The nuclei of the thalamus are labeled almost exclusively by SST and PV, though a number of the SST-Cre:H2BGFP+ nuclei do not

appear to express SSTmRNA or protein in the adult brain based on the available data from the AllenMouse Brain in situ hybridization

Atlas and/or previous literature (Fitzpatrick-McElligott et al., 1988; Johansson et al., 1984; Priestley et al., 1991; Sunkin et al., 2013).

These nuclei, which most likely express SST transiently during the development, include the central medial nucleus (CM), interme-

diodorsal nucleus (IMD), anteromedial nucleus (AM), anteroventral nucleus (AV), mediodorsal nucleus (MD), interanterodorsal nu-

cleus (IAD), interanteromedial nucleus (IAM), paracentral nucleus (PCN), and parataenial nucleus (PT). The SST+ cells are,

however, prominent in the reticular nucleus (RT), even in the adult brain.

Large PV+ neurons are found also in the RT and in the caudal thalamus in the ventral posteromedial nucleus (VPM), in the VPL, and

in the paracentral nucleus (PCN). Finally, both lateral (LH) and medial (MH) are labeled by SST. Hence, an extended and intense

ventrodorsal SST field is observed in the caudalmost thalamus, covering SPA, IMD, PVT, LH, and MH.

Hypothalamus

The SST+ cells in the hypothalamus are more abundant than PV+ neurons (13,000), and the latter more numerous than the VIP+ neu-

rons, though in four hypothalamic structures (the anterodorsal and anteroventral preoptic nucleus, vascular organ of the lamina

terminalis, and lateral mammillary nucleus) SST-Cre:H2BGFP labeling is likely due to developmental SST+ expression that is not

maintained in the adult brain, similarly to the thalamic data described above (Fitzpatrick-McElligott et al., 1988; Johansson et al.,

1984; Priestley et al., 1991; Sunkin et al., 2013). Most of the VIP+ hypothalamic neurons are concentrated in the suprachiasmatic

nucleus (SCH).

In the rostral part of the hypothalamus, SST+ neurons are distributed along the 3rd ventricle (V3), in the preoptic part of the peri-

ventricular nucleus (PVpo). A second group of SST+ neurons are located in the ventral part of the medial preoptic area (MPO), lateral

from the SCH. This field has a roughly ovoid form and extends caudally into the retrochiasmatic area (RCH). The dorsal part of MPO

and medial preoptic nucleus (MPN) are diffusely SST labeled, as the ventral extension of the BSTpr field.

More caudally, SST+ neurons form a lens-like field around a circular PV+ field, in the anterior hypothalamic nucleus. This

PV+ ‘‘lens’’-like field migrates laterally, in the lateral hypothalamic area (LHA), and surrounds the fornix (fx) dorsally. At this level

(approx. �1 mm from bregma), the zona incerta (ZI) is very intensely labeled by SST. The ZI SST field is continuous with the one

in VM, which curves dorsally around the mammilothalamic tract (mmt).

This is also the rostralmost level of a very conspicuous SST field that covers the ventral floor of the hypothalamus for more than

1.2 mm rostrocaudally. This field initially follows the dorsal borders of the arcuate (ARH) and tuberal (TU) nuclei. More caudally, it

labels the ventrolateral part of the ventromedial nucleus (VMHvl), the ventral part of the ventral premammillary nucleus (PMv), the

posterior periventricular nucleus (PVp), and the dorsal and ventral tuberomammillary nuclei (TMd; TMv).

Dorsally, a second conspicuous SST field forms at about the same level with the ventral one. This field includes the ventrolateral ZI,

the ventral VM, and the SMT SST+ neurons, which initially cover the mtt ventrally and completely surround it more caudally. This

dorsal hypothalamic field extends caudally in the posterior hypothalamus (PH), and in the anterior and posterior parts of the dorso-

medial hypothalamic nucleus (DMHa; DMHp).

The ZI includes an additional PV+ population of neurons, besides the SST+ neurons that are preferentially located more rostrally

and ventrally. This PV field starts in the subthalamic nucleus (STN), and then migrates into the ventral ZI where it extends for about

600microns. Different of the SST field, the PV+ neurons are spatially grouped in a bar-shaped field positioned in themiddle of ZI, and

surrounded by SST+ neurons. The PV+ neurons tend to be spatially segregated from the SST+ except at the periphery of the bar-

shaped field, and in its caudal end. In the STN, the PV field is replaced by SST+ neurons.

The caudal hypothalamus is largely void of labeled neurons, except for amediolateral PV field that starts as two circular subfields in

the rostral supramammillary (SUM) and lateral mammillary (LM) nuclei, respectively. Further caudally, the medial aspect of this PV

field develops a hook-like shape, in the mediodorsal half of the mammillary bodies (MM). This field includes about 25% of the

PV+ hypothalamic neurons.
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Midbrain

As in the basal nuclei, thalamus and hypothalamus, themidbrain SST+ neurons are themost numerous (365,000) of the three classes.

The PV+ neurons are about 1/3 of the SST+ (135,000), while the VIP+ neurons do not exceed 8000 (see Table S1). The majority of the

labeled neurons are in the sensory-related midbrain nuclei: 59% of the PV+ neurons, 62% of the SST+, and 81% of the VIP-express-

ing cells. Themotor-relatedmidbrain nuclei include 33%of the PV+, 35%of the SST+ and 13%of the VIP neurons. Hence, only 4% to

6% of each of the three classes are located in the behavioral state-related midbrain subdivision.

In the superior colliculus (SC), the SST-expressing neurons make the majority of the three classes in most of its layers. One excep-

tion is the most superficial layer of SC, the zonal layer (SCzo) where the PV+ and the SST+ neurons are in almost equal numbers. The

SST+ neurons are evenly distributed in these layers, while the PV-expressing neurons tend to occupy the most superficial (dorsal)

part of it. The second exception is found in the b sublayer of the intermediate gray layer (SCig-b) where the PV+ neurons form a

latero-ventral ‘‘wing,’’ rostrally.

The inferior colliculus (IC) includes about half of the PV+ and SST+ and most of the VIP+ neurons identified in the sensory-related

division of themidbrain. Rostralmost, the external IC (ICe) is labeled strongly and uniformly by the SST. The PV+ neurons are concen-

trated in a circular field located in the ventral ICe. Proceeding caudally, the SST labels very strongly and relatively uniformly all IC

subdivisions with the exception of a tear-shaped region, ventrally. The PV+ neurons tend to be distributed mostly in the ICe and

in the dorsal subdivision (ICc). Topographically, the PV+ neurons extend into the IC subdivisions along a ventro-dorsal gradient.

PV+ and SST+ neurons tend to be intermingled across IC, except in the ventral tear-shaped region mentioned above. The VIP+ neu-

rons are preferentially located in the more caudal IC, where they form a dorsomedial wing-shaped field. Finally, the VIP+ neurons

occupy the entire caudalmost IC.

In the midbrain motor-related subdivision, the midbrain reticular nucleus (MRN) does not include high numbers of any of the three

neuronal classes, but a small and distinct SST field can be observed in the rostral MRN, just above the fx. A specific feature of motor-

related subdivision may be that of predominance of PV+ neurons relative to the SST+. Thus, the reticular part of the substantia nigra

(SNr), the anterior pretectal nucleus (APN), the anterior tegmental nucleus (ATN), the oculomotor nucleus (III), the red nucleus (RN)

and the ventral tegmental nucleus (VTN) include PV fields that are restricted within their respective boundaries.

The PV+ and SST+ neurons intermediate and deep layers of SC are partially segregated topographically. Thus, the PV+ neurons

tend to be located in the central parts of the motor-related SC, while the SST+ neurons tend to form laterodorsal ‘‘wings’’ around the

PV field, with the highest density laterally.

The rostral periacqueductal gray (PAG) ismoderately labeled by the SST, and it includes few PV+ neurons. However, the nucleus of

Darkschewitsch (ND) and the interstitial nucleus of Cajal (INC), which are PAG’s ventrolateral neighbors, express high levels of both

SST and PV. More caudally, the PAG SST+ neuronal populations tend to be organized in topographical quadrants, akin to the sub-

divisions identified in other species (Swanson, 1998; Swanson, 2004). The PAG also includes VIP+ neurons, which are about 67%

from the total of VIP+ cells identified in the midbrain motor division. These neurons form a strong field in the caudal PAG, centrally,

along the midline.

The nuclei of the behavioral state-related subdivision mostly include SST+ neurons, which are uniformly distributed within their

borders. The pedunculopontine nucleus (PPN), the interpedunculopontine nucleus (IPN), and the dorsal raphé (DRN) contain the

highest numbers of the SST+ neurons. DRN also includes most of the VIP+ neurons of this midbrain subdivision.

Hindbrain

The general theme of the PV+, SST+ and VIP+ distributions in themouse subcortical main divisions is also true in the hindbrain and its

sudivisons: SST+ neurons are more numerous than PV+, and the VIP+ neurons are only in the order of thousands in an entire basic

neuroanatomical division. However, the functionally related subdivions of both pons and medulla have specific ratios of PV+ and

SST+ neurons.

Pons

In the sensory-related pons, the nucleus of the lateral lemniscus (NLL), the nuclei of the superior olivary complex (SOC), and the prin-

cipal nucleus of the trigeminal (PSV) include more PV+ than SST+ neurons. Specifically, in the dorsal and the ventral NLL, the PSV,

and in the periolivary region of SOC (POR) the PV+ neurons are from about. 1.5 to about 3 times more than the SST+. These two

populations of neurons tend to partially overlap. The PV+ neurons tend to be concentrated in the middle of POR and NLLv, while

SST+ neurons form an exterior ring in POR and border medially in the NLLv, respectively. In the PSV, the PV+ and SST+ neurons

are completely intermingled. The nuclei of the parabrachial nucleus (PB) include more SST+ neurons than PV+. The VIP+ neurons

are few in this pons subdivision (342), and almost half of them (149) can be found in SOC. The VIP+ neurons in SOC tend to group

in two distinct fields that are roughly circular, and placed caudalmost.

In themotor-related pons, the PV+ andSST+ neurons of the pontine central gray (PCG) and of the tegmental reticular nucleus (TRN)

are specifically organized. Rostralmost, the PCG SST+ neurons form a ring with the highest density in the ventrolateral corner, while

the PV+ neurons assume the shape of the nucleus with the highest density centrally. More caudally, the PV+ neurons form a lens-

shaped field, overlapping with the SST+ field. Further caudally, at about�4.15 mm from bregma, both neuronal populations occupy

the entire PCG and TRN, each field having two zones of maximal density, respectively. Finally, at the levels where only TRN remains

present, the maximal densities of the PV+ and SST+ fields are somewhat spatially complementary: the SST+ neurons are densest in

the dorsomedial corner of the nucleus, while the maximal density of the PV+ field is located centrally. Two pontine motor nuclei

include more PV+ than SST+ neurons: the motor nucleus of the trigeminal (V), and the supratrigeminal nucleus (SUT). Both rostral
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and caudal divisions of the pontine reticular nucleus (PRNr; PRNc), the first included in the motor-related and the second in the

behavioral state-related pons, have the SST+ neuronsmore or less uniformly distributed in a diffuse field. The VIP+ neurons identified

in this subdivision of pons tend to group in three nuclei: PRNc, SUT, and V. The VIP+ neurons in V and SUT form a ring-like field

across them.

In the behavioral state-related pontine nuclei, the ratios between SST+ neurons and the PV+ can be as high as an order of magni-

tude. Consequently, these nuclei appear very highly labeled by SST. Topographically, they tend to group either along the midline, as

the raphé nuclei and the nucleus incertus (NI), or dorsally.

Medulla

As in the sensory division of pons, the PV+ neurons tend to be more numerous than the SST+ in many nuclei of the sensory-related

medulla. These include the cochlear nuclei (CO), the cuneate (CU) and external cuneate (ECU) nuclei, nucleus gracilis (GR), and the

nucleus of the trapezoidal body (NTB). Rostrocaudally, CO, CU, ECU and GR are neighbors in the laterodorsal part of the medulla.

Furthermore, the lateral and the superior salivatory nuclei (LAV; SUV) of the motor-related medullar nuclei also have larger PV+ than

SST+ neuronal populations. Thus, many if not most of the PV+ neurons are distributed latero-dorsally in the medulla. Both PV+ and

SST+ neurons are heavily present in the interpolar part of the spinal nucleus of the trigeminal overlap (SPIV), where they overlap.

A second PV+ field is observed in the lateral part of the perigigantocellular nucleus (PGRNl), where is segregated from the SST+ field.

The regions of medulla where SST+ neurons dominate tend to be more medial than the nuclei with high PV+ populations. The

former includes the nucleus of the solitary tract (NTS) and its parts, which form a rostrocaudal dense SST field around the fx, the

gigantocellular (GRN) and the intermediate reticular (IRN) nuclei, and the area postrema (AP).

The VIP+ neurons are few, if any, in the nuclei of the medulla. However, few nuclei include these neurons as distinct fields.

VIP+ neurons are first observed as two fields in the facial motor nucleus (VII), where they migrated from the caudal SOC. A second

VIP+ population, organized as a round field near the midline, is observed in the caudal part of the nucleus raphé obscurus (RO).

Finally, the hypoglossal nucleus (XII) includes a small population of VIP+ neurons, organized as an elongated field near the midline,

at about the same level where RO field ends.

Patterns
As described above, the SST+ neurons are more numerous than the PV+ in the basic subcortical divisions of the mouse brain. In the

sensory-related pons and medulla, however, the PV+ neurons predominate over those that express SST. The VIP+ are the least

numerous, in the order of thousands in each basic subcortical division, at best (the entire thalamus includes only 75).

The SST+ neurons tend to be organized in fields that cross neighboring nuclei, rather than spatially restricted regions within neuro-

anatomical nuclei or regions. This is the case of the very strong SST field that covers the ventral corner of the caudal half CP and the

subdivisions of the CEA, MEA, as well as AAA and COAa. The CP portion of this SST field, especially its most caudal aspect,

corresponds at least partially to the rat ‘‘amygdalo-striatal transition zone’’ (AStr) (de Olmos and Heimer, 1999). The AStr receives

a specific set of cortical inputs: visual and auditory associative (Shi and Cassell, 1997; McDonald, 1998), polymodal from the

ectorhinal cortex (ECT; Shi and Cassell, 1998), and from the anterior insular areas (Shi and Cassell, 1998). Another example of

SST field crossing neighboring regions is in the caudal thalamus, where it labels all midline nuclei in ventrodorsally. In the hypothal-

amus, such field is present for more than 1 mm rostrocaudally, in its ventral part.

A second feature of SST-labeled neurons is that of organizing around major fiber tracts, surrounding them partially or completely,

as seen in frontal sections. Thus, SST+ neuronal populations can be identified in the close proximity or around the ac from the rostral-

most ACB to 0mm frombregma. Further caudally, the internal capsule (int) is bordered by an SST field, to RT (�0.4mm frombregma).

A second SST forms around the temporal limb of the anterior commissure (act) at about the same bregma levels. In the ventral

thalamus and in the hypothalamus the same can be observed around the mmt and the fx, respectively. Further caudally, the vertical

SST field in the caudalmost thalamus that was mentioned above, makes the medial border of the fx and tends to curve around it.

Further caudally, in the midbrain, the SST+ neurons of the central linear (CLI) and dorsal (DR) raphé nuclei are in close vicinity of

the medial longitudinal fasciculus (mlf).

Thus, several of the mouse brain major tracts, such as the ac, fx or mft, may be seen as rostrocaudally ‘‘embedded’’ along some of

their sectors by SST-expressing neurons. Hence, one may hypothesize that a generic function of the subcortical SST-expressing

neurons may be that of modulation of the input that comes via these major tracts.

Different of the SST+, the PV+ and VIP+ neurons tend to group in specific nuclei and regions. The PV+ and VIP+ neurons also tend

to be located more in the midbrain and hindbrain than in the more rostrally located subcortical divisions. The majority of PV+ neurons

identified in the midbrain can be found in the sensory-related nuclei, and most of those in the IC. However, as described above, the

motor-related midbrain subdivision includes several nuclei that have high ratios of PV+ relative to SST+ neurons. Interestingly, these

nuclei have very few VIP+ neurons, if any. In the hindbrain, however, the PV+ neurons are the majority in the sensory subdivisions of

both pons and medulla. Topographically, the PV+ neuronal populations in the hindbrain tend to concentrate in a ‘‘ring’’ of nuclei,

which starts rostrally ventrally, continues laterally, and it is closed dorsally at the caudal-most levels (see Movie S1).
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QUANTIFICATION AND STATISTICAL ANALYSIS

3D cell counting and density measurement
To convert CNs 2D cell counting in the 3D counting estimates, sample brains for H2B-GFP and tdTomato were imaged at xyz

resolution 13 1 x 5 mm to achieve complete 3D imaging without sub-sampling. Then, H2B-GFP+ or tdTomato+ cells were manually

counted, respectively, in 3D in 60 image tiles (2003 2003 50 mm in xyz) or 31 image tiles (6003 6003 50 mm, xyz) randomly selected

from the whole brain, respectively. The 2D-to-3D conversion was then derived by dividing the manual 3D counts in 3D boxes

(H2B-GFP: 365 cell, tdTomato: 250 cells) by CNs based 2D counts (H2B-GFP: 246 cell, tdTomato: 173 cells) from the middle section

in each 3D box (Figure S1E). Lastly, the obtained conversion factors of 1.5 for H2B-GFP and 1.4 for tdTomato were used to multiply

the 2D region of interest (ROI) counts in order to estimate the total numbers of cells in each anatomical volume (Table S1).

To measure volume of anatomical ROIs, the average RSTP brain synchronized with the Allen reference atlas (ARA) segmentation

was reverse-registered onto each individual brain using the Elastix warping procedure described above. Then, the ARA segmentation

was registered onto each individual brain based on the registration parameters. Lastly, number of voxels that belong to each ROI in

the transformed ARA segmentation were counted, multiplied by 203 203 50 mm3 (3D volume of anatomical voxel unit), and used as

volumes of each anatomical ROI (Table S2). The 3D estimates of cell numbers in eachROI were divided by corresponding ROI volume

to generate density measurement per mm3 in each anatomical ROI (Table S3).

Statistical analysis
Number, volume, and density of different cell types in different anatomical regions were presented as mean ± standard deviation

(Figure 2D, Figure 3B–3E, Figure S4A, Figures S5B and S5C, Tables S1, S2, S3, and S4). Mean values were used for the flatmap

display and relative density (Figure 1C, Figures 2A–2E and 2G, Figure 4D, Figure S2, Figure S4B, and Figure S6D).

Linear Discriminant Analysis (Figures 4B and 4C, Figures S6B and S6C) is implemented with the Python package scikit-learn using

the default parameters. Other linear classification methods, including linear support vector machine (SVM), yield similar results. The

classifier performance is computed using leave-one-out cross-validation. The classifier performance is also tested on 400 instances

of shuffled subnetwork labels to obtain the 95% confidence interval for classifier performance on random labeling.

To identify sexually dimorphic brain regions, we performed statistical comparisons between males and females in the three major

GABA neurons based on anatomical ROIs using open source statistical package ‘‘R.’’

Sample size estimate

We estimated our sample size using the power analysis as described in (Kim et al., 2015). We used PV cell counting data in different

ROIs from male brains (n = 5) and performed statistical simulation using variable effect sizes (ranging from 0.1 to 2.45) at selected

significance level (a < 0.05). We calculated number of ROIs that has over 80% power as the sample size was changed in the reason-

able range (3 to 14). We observed ‘‘elbow’’ at N = 5 sample size with the given effect size (0.85), represent the sample size that addi-

tion power gained by adding sample starts to decrease (Kim et al., 2015). Our simulation data estimated that 88% ROIs (695 out of

799 regions) reach sufficient power with N = 5 samples per group.

Statistical analysis between groups

We assumed the cell counts at a given anatomical area, Y, follow a negative binomial distribution whosemean is linearly related to an

experimental condition (sex difference), X: E[Y] = a+bX as described in (Kim et al., 2015). We found the maximum coefficients a and b

through iterative reweighted least-squares, obtaining estimates for sample standard deviations in the process and the significance of

the b coefficient. A significant b infers the group status is related to the cell count intensity at the specified anatomical location. The

z-values correspond to this b coefficient normalized by its sample standard deviation, which under the null hypothesis of no group

effect, has an asymptotic standard normal distribution. The p values represent the probability of obtaining a b coefficient as extreme

as the one observed by chance assuming this null hypothesis is true. To account for multiple comparisons across all ROI locations,

we thresholded the p values and reported false discovery rates with the Benjamini-Hochberg procedure. In contrast to correcting for

type I error rates, this method controls the number of false positives among the tests that have been deemed significant.

DATA AND SOFTWARE AVAILABILITY

Full resolution images of samples are freely available from http://mouse.brainarchitecture.org/cellcounts/ost/.

Cell counting data in each cell type and comparison between males and female brains are available in Table S1.

Brain region volume measurement from male and female brain are available in Table S2.

Density data in each cell type are available in Table S3.

Custom built codes for the STPT imaging and data processing are available in http://mouse.brainarchitecture.org/ost/ under ‘‘Cell

Type Analysis Toolbox’’ link.

ADDITIONAL RESOURCES

High resolution images of the cell type specific dataset is easily searchable in http://mouse.brainarchitecture.org/ost/

Allen reference brain with anatomical abbreviation is accessible in http://atlas.brain-map.org/.
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Supplemental Figures

Figure S1. Automated CN-Based Cell Counting with a 3D Conversation and 3D Volume Measurements, Related to Figure 1

(A–D) An example from SST-Cre:H2B-GFP brain (A), scale bar = 1mm. (B) High magnification image from yellow inset box in (A), scale bar = 50 mm. (C) CN based

cell detection. (D) Examples of watershed algorithm based cell separation, shown by green and red. CNs automated cell detection reached F score = 0.92

(legend continued on next page)



(precision = 0.97 and recall = 0.87) for H2B-GFP-based cell counting, and F score = 0.91 (precision = 0.86 and recall = 0.96) for tdTomato cytoplasmic-based cell

counting (see STAR Methods).

(E) Manual 3D cell counts were obtained by a stereological principle: cells touching 3 sides highlighted in black lines of 3D space were included and the ones

touching the other 3 sides highlighted in red lines were excluded in the counting (In the schema, the cells are elongated in the Z dimension, representing the point

spread function effect of two-photon imaging. The 3Dmanual counts were used to derive the 2D to 3D conversion factor for generating cell densities permm3 (see

STAR Methods).

(F) 3D volume measurement of anatomical structures. RSTP brain (F1) was registered to each brain (F2) to match its 3D shape (F3). 2D examples of before

registration (F4) and after registration (F7) to SST-Cre:H2B-GFP brain (F6). RSTP label (F5) was transformed (F8) based on 3D image registration (F1-F3). Number

of areas occupied each transformed label (F8) can then be calculated as volume.

(G) Whole-brain flatmap, modified from the original version in http://larrywswanson.com/?page_id=1415.

http://larrywswanson.com/?page_id=1415


Figure S2. Deep (5 and 6) and Superficial (2/3) Layer Density of PV, SST, and VIP Neurons, Related to Figure 2

(A and B) Deep layer density distribution.

(A) Relative 3D density of PV+, SST+, and VIP+ neurons in the isocortex areas.

(B) Density mapping of PV+, SST+, and VIP+ neurons in the cortical flatmap (see also Table S3 for cell density in each anatomical area).

(C and D) Superficial layer density distribution.

(C) Relative 3D density of PV+, SST+, and VIP+ neurons in the isocortex areas.

(D) Density mapping of PV+, SST+, and VIP+ neurons in the cortical flatmap (see also Table S3 for cell density in each anatomical area).



Figure S3. STPT Data in Comparison to Allen Brain In Situ Hybridization Data, Related to Figure 1

Left two columns of panels: note the low density of PV+ cells in the infralimbic (ILA, row 1) and posterior agranular insular cortex (AIp, row 4) (top and bottom

panels) compared to the motor (row 2) and somatosensory cortex (row 3) detected by both STPT imaging of the PV-Cre-H2BGFP+ cells (first column of panels)

and Allen in situ hybridization (second column of panels).

(legend continued on next page)



Right two columns of panels: In contrast, a comparable SST+ cell density is detected by both methods in all four regions, resulting in high SST-to-PV ratio in the

ILA and AIp compared to the motor and somatosensory areas.

Allen in situ data for the PV and the SST are from http://mouse.brain-map.org/experiment/show/79556738 and http://mouse.brain-map.org/experiment/show/

1001, respectively.

http://mouse.brain-map.org/experiment/show/79556738
http://mouse.brain-map.org/experiment/show/1001
http://mouse.brain-map.org/experiment/show/1001


Figure S4. Cortical Density of SST and VIP Subtypes, Related to Figures 1 and 2

(A) Absolute 3D density of SST co-expressing either CR (SST:CR) or nNOS (SST:nNOS), and VIP co-expressing either CR (VIP:CR) or CCK (VIP:CCK). The

values = mean ± standard deviation. Also see Table S3 for the full dataset.

(B) Density mapping of SST and VIP subtypes in the cortical flatmap.



Figure S5. Stereotypic Laminar Distribution of Interneuron Subtypes, Related to Figure 3

(A) Cell type distribution of 8 different bins equally spaced between pia surface and corpus callosum. (B and C) Cell density (mean ± standard deviation) of each

cell types in auditory cortex (B) and the entire isocortex (C). The result was comparable to cortical layer based analysis in Figure 3.



Figure S6. Cortical Areas in L5 Cell Density Spaces, Related to Figure 4

(A–D) Same analyses as in Figure 4, but with L5 density data. Segregation of cortical subnetworks is still present but is weaker in L5 data in comparison to L2/

3 data.



External inputs targeting

Exc PV SST VIP

C
ur

re
nt

 re
sp

on
se

s

E-E

PV-E

SST-E

No recurrent excitation

Weaker connections

Intact circuitA

0 500 1000

Time (ms)

E
P

V
S

S
T

V
IP

P
op

ul
at

io
n

SST
VIP

PV
Exc

B

C D

E

E rate response for external inputs targeting
PV SST

Figure S7. Complete Current Response Maps and Spiking Network Simulation, Related to Figure 5
(A) E-E, PV-E, and SST-E current response maps (top to bottom) when external inputs target the E, PV, SST, or VIP population (left to right). The excitatory

population rate response is proportional to the E-E current response.

(B) Excitatory population rate responses to external inputs targeting PV (left) or SST (right) population in the intact local circuit (top row), after removing all recurrent

excitatory connections (middle row), or after weakening all connections by 70% (bottom row).

(C) Spiking neural network model consisting of 5,000 neurons. (D) Raster plot of all neurons at the spontaneous state. (E) From left to right: the PV-to-E, SST-to-E,

and E-to-E current responses to external input currents driving PV neurons.
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