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Memories of the images that we have seen are thought to be
reflected in the reduction of neural responses in high-level visual
areas such as inferotemporal (IT) cortex, a phenomenon known as
repetition suppression (RS). We challenged this hypothesis with a
task that required rhesus monkeys to report whether images were
novel or repeated while ignoring variations in contrast, a stimulus
attribute that is also known to modulate the overall IT response.
The monkeys’ behavior was largely contrast invariant, contrary to
the predictions of an RS-inspired decoder, which could not distin-
guish responses to images that are repeated from those that are of
lower contrast. However, the monkeys’ behavioral patterns were
well predicted by a linearly decodable variant in which the total
spike count was corrected for contrast modulation. These results
suggest that the IT neural activity pattern that best aligns with
single-exposure visual recognition memory behavior is not RS but
rather sensory referenced suppression: reductions in IT population
response magnitude, corrected for sensory modulation.

recognition memory | repetition suppression | contrast | population
decoding | familiarity

Under the right conditions, we are very good at remembering
the images that we have seen: we can remember thousands

of images after viewing each only once and only for a few sec-
onds (1, 2). How our brains support this remarkable ability, often
called “visual recognition memory” (3), is not well understood. The
most prominent proposal to date suggests that memories about
whether images have been encountered before are signaled in high-
level visual brain areas such as inferotemporal cortex (IT) and
perirhinal cortex via adaptation-like reductions of the population
response to repeated as compared to novel stimuli, a phenomenon
referred to as repetition suppression (RS) (4–9). Repetition sup-
pression exhibits the primary attributes needed to account for the
vast capacity of single-exposure visual memory behavior: re-
sponse decrements in subsequent exposures are selective for
image identity (even after viewing an extensive sequence of other
images), and last for several minutes to hours (5, 6, 10). RS has
also been shown to account for behavior in an image recognition
memory task: a linear decoder with positive weights can predict
single-exposure visual recognition memory behavior from neural
responses in IT cortex (10).
Despite the fact that the RS hypothesis is consistent with

available evidence, it seems likely to be too simplistic an expla-
nation for visual recognition memory encoding. In particular, it is
well known that sensory neurons such as those of IT cortex are
modulated not only by image memory, but also by stimulus prop-
erties such as image contrast (11). It is thus unclear whether and
how these stimulus-induced effects interfere with judgments of
whether images are novel or have been encountered before, and if
they do not, how image memory can be decoded from neural re-
sponses in a way that disambiguates it from changes in these stim-
ulus properties. To investigate this, we measured behavioral and
neural responses of monkeys trained to report whether images were
novel or repeated while disregarding image contrast (Fig. 1A).

Results
The Contrast-Invariant Visual Memory Task. Monkeys viewed se-
quences of grayscale images, each presented for 500 ms, and each
presented exactly twice (initially novel, then repeated). Novel and
repeated images were presented with equal probability in all
possible combinations of high (H) and low (L) contrasts, including
(novel, repeated): HH, LL, HL, and LH. We refer to the former
two cases as the “same-contrast” conditions and the latter two as
the “mixed-contrast” conditions (Fig. 1B). Monkeys were trained
to report, on each trial, whether the observed image was novel or
repeated, while disregarding image contrast (Fig. 1A). Here we
refer to the change in state between novel and repeated trials as
“image memory.”
After training, the monkeys were largely able to disambiguate

image memory from changes in image contrast: they performed
equally well for both same-contrast conditions, and they were
only modestly impaired for the mixed-contrast conditions (Fig. 1C).
A two-way ANOVA applied to the behavioral data revealed a
statistically significant interaction between memory and contrast
(combined data: P = 1.74 × 10−5; monkey 1: P = 0.044; monkey 2:
P = 3.62 × 10−4), in the absence of a significant modulation by
contrast (combined data P = 0.750; monkey 1: P = 0.355; monkey 2:
P = 0.090) and in the presence of a significant modulation by
memory (combined data P = 7.82 × 10−7; monkey 1: P = 0.001;
monkey 2: P = 1.48 × 10−5). Because an interaction between
memory and contrast can take on many different behavioral pat-
terns, we quantified the degree to which this interaction reflected
systematic confusion between memory and contrast by comparing
the monkeys’ behavioral patterns with the pattern that would be
expected from systematic contrast confusions (shown in the Inset of
Fig. 1C, e.g., disproportionately reporting that low contrast images
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are repeated). This index (I), was constrained to range 0 to 1,
where 1 indicates a behavioral pattern that is perfectly contrast
invariant and 0 indicates maximal contrast confusion after taking
into account the monkeys’ overall performance (Fig. 1C, Insets).
Behavioral contrast invariance values were high (combined data:
0.87; monkey1: 0.95, monkey2: 0.84; SI Appendix, Fig. S1), in-
dicating that the monkeys were able to judge image memory
while largely (albeit imperfectly) avoiding systematic confusion
with changes in image contrast. As detailed in the next section,
these behavioral data challenge existing proposals that IT repe-
tition suppression is the neural signal underlying image memory,
as these proposals predict that memory and contrast will be
systematically confused.

RS and Optimally Weighted Linear Decoders Fail to Predict Behavior.
As the monkeys performed the task, we recorded neural responses
in IT. Because accurate estimates of population response magni-
tude require many hundreds of units, data were concatenated
across sessions into a larger pseudopopulation in a manner that
combined trials within the same experimental condition (SI
Appendix, SI Methods). Spikes were counted in a window starting
100 ms after stimulus onset (to allow for the latency of visual
signals arriving in IT) and ending 400 ms later, at the termination
of the image viewing period. The resulting pseudopopulation
contained the responses of 856 units to 180 images each pre-
sented twice, and distributed evenly (and randomly) within the
four conditions (i.e., 45 images for each of HH, LH, HL, and
LL). As an initial, summary analysis of the IT neural data, we
quantified the magnitudes of both memory and contrast modu-
lations as proportional reductions in the overall grand mean
firing rate from the novel H condition to the repeated HH and
novel L conditions for memory and contrast, respectively. Mod-
ulations for memory and contrast were 6% versus 3% when ap-
plied to the raw responses, and 13% versus 7% after subtracting
out the prestimulus onset baseline.

Next, we assessed the hypothesis that RS of IT responses can
explain visual memory behavior. We instantiated this hypothesis
with a total spike count decoder, in which image memory was
determined by comparing the total spike count with a threshold.
We quantified the degree of alignment between neural predictions
of behavioral patterns and the monkeys’ actual behavior with a
measure termed “prediction quality (PQ).” PQ was computed
from the mean squared error between the actual behavioral pat-
terns and best-fitting neural prediction of behavior (SI Appendix,
SI Methods). The upper bound for our measure, PQ = 1, reflects a
neural prediction that perfectly replicates the actual behavioral
pattern, and PQ = 0 reflects the worst possible predicted behav-
ioral pattern that was matched in overall performance (e.g., a
pattern that was modulated entirely by changes in contrast, anal-
ogous to the Insets in Fig. 1C). This RS decoder produced a be-
havioral prediction that reflected confusions between changes in
image memory with changes in contrast, for both repeated as well
as novel images (compare with the Insets in Fig. 1C) and low PQ
(PQRS = 0.40; Fig. 2A). A control analysis confirmed that the
predicted behavioral patterns on repeated trials were not a con-
sequence of misclassifications of those images when they were
presented as novel (SI Appendix, Fig. S2), consistent with the in-
terpretation that these behavioral patterns reflect confusion with
contrast as opposed to other factors.
The RS decoder is a linear decoder with uniform weighting

over the neural population, so we wondered whether more
carefully chosen weights might yield a linear decoder that could
match the behavioral responses. Specifically, an optimally weighted
linear decoder was previously shown to be effective at aligning IT
neural responses with visual memory behavior in the absence of
contrast modulation (10). We used this same Fisher linear dis-
criminant, computed assuming independence of neural responses,
that weights each unit proportional to its memory discriminability, d
′ (iFLD) (SI Appendix, SI Methods). The iFLD differs from RS in
that it weights each unit according to the amount of task-relevant
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Fig. 1. Visual memory behavior. (A) The contrast-invariant, single-exposure visual memory task. The monkeys viewed a sequence of images and reported
whether they were novel (never seen before) or repeated (seen exactly once) while ignoring randomized changes in contrast. Monkeys were trained to
saccade to one of two response targets to indicate their choice (red arrows). Images were repeated with a randomly chosen delay between the first and
repeated presentation (“n-back”). (B) Images were displayed at one of two contrast levels, yielding two conditions for novel images, high (H) and low (L), and
four conditions for repeated images: HH (repeated H preceded by novel H), LL (repeated L preceded by novel L), HL (repeated L preceded by novel H), and LH
(repeated H preceded by novel L). The four repeated conditions were organized into same-contrast and mixed-contrast groups depending on whether the
initial and repeated presentations were at the same or different contrasts, respectively. (C) Behavioral performance for the data pooled across monkeys in the
task, where small black dots indicate average performance for an individual session and large colored dots indicate the average performance across sessions.
A measure of contrast invariance, I, was computed as the ratio of the variance across contrast conditions and the variance with respect to the maximally
contrast-modulated pattern after taking overall performance into account, subtracted from 1 (SI Appendix, SI Methods). Insets illustrate the expected be-
havioral pattern with minimal (I = 0) and maximal (I = 1) contrast invariance.
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information that it carries, and these weightings are signed: any
units that exhibit repetition enhancement (on average) would be
appropriately combined (with opposite sign) with units that ex-
hibit repetition suppression. Despite the fact that this decoder is
optimized to extract image memory information while disregard-
ing contrast, we found that the iFLD also confused changes in
image memory with changes in image contrast, and behavioral
predictions were only slightly improved relative to RS (PQiFLD =
0.54; Fig. 2B). Poor behavioral predictions for RS and iFLD were
replicated for each monkey individually (SI Appendix, Fig. S3;
monkey 1: PQRS = 0.61, PQiFLD = 0.66; monkey 2: PQRS = 0.19,
and PQiFLD = 0.53). We return to examine the underlying reasons
for this failure below; see Fig. 5.

Sensory Referenced Suppression Is a Good Predictor of Behavior. We
wondered whether the monkeys’ behavioral patterns could be
explained by an alternative linear decoder applied to the IT pop-
ulation responses. Given the substantial evidence in support of the
repetition suppression hypothesis, we reasoned that the brain might
be acting on a variant of this neural signature in which it corrects for
the ambiguities in total spike count that are introduced by changes
in contrast. Because this hypothetical decoding scheme operates by
estimating and correcting for modulations in the total spike count
due to variations in memory-irrelevant sensory attributes, we refer
to this hypothesis as “sensory referenced suppression (SRS).”
What would be required for SRS to be an effective account of

the mapping of IT neural signals to behavior, if such a decoding
scheme were restricted to act only on the IT population re-
sponse? The fact that the total spike count is affected by contrast
implies that the optimal linear decoder for contrast must at least
partially overlap with (i.e., be nonorthogonal to) the RS decod-
ing axis (a vector of ones, representing equal weights for each
unit). We found that this was indeed the case: when applied to
the pooled data, an optimized decoding vector for contrast lies in
a direction 69° from the total spike count vector (labeled RS),
indicating that information about contrast was largely nonover-
lapping but not orthogonal to RS (Fig. 3A). Next, we considered
the family of linear discrimination vectors that live on the two-
dimensional (2D) plane defined by RS and the contrast decoder.
On this plane, we defined the direction of the RS decoder (with
no contrast correction) as 0° (see Fig. 3A, Top Inset: RS). A decoding
vector that is rotated clockwise from the RS decoder (away from the
contrast decoder) in this plane is less affected by stimulus contrast.
Rotation toward the contrast decoder exacerbates contrast modula-
tion in the predicted behavioral patterns. Within this family of linear
decoding schemes, we define SRS as the decoder that is orthogonal
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of behavior and the monkeys’ actual behavioral patterns (see text).
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the 2D plane defined by weight vectors for the total spike count vector (RS,
which uses a weight vector of all ones) and for a linear decoder optimized
for contrast (“Contrast”). Ellipses depict 95% probability intervals for 2D
histograms of the projection of neural responses onto this plane (SI Ap-
pendix, SI Methods). Insets show 1D histograms of the projections of the
distributions onto the three linear decoders. (B) The quality of the neural
predictions of monkeys’ behavioral patterns (PQ) for the family of linear
decoders that lie within the plane. Negative PQ values reflect predicted
behavioral patterns that could not be rescaled to match overall performance
because one or more entries were pinned at saturation (e.g., as a conse-
quence of extreme contrast modulation). Each decoder corresponds to a
rotation of the total spike count decoder, or equivalently, the weighted
combination of the total spike count decoder and the contrast decoder.
Markers indicate: SRS (black), which has minimal contrast sensitivity
(i.e., orthogonal to the contrast axis); RS (blue), the total spike count decoder
with no contrast correction; and the best behavioral match (maximal PQ in
gray). Insets above depict the corresponding neural predictions of behavior.
(C and D) The alignment of the monkeys’ actual behavioral patterns (dots)
and the neural predictions of behavior (bars) for (C) SRS and (D) the decoder
with the best behavioral match.
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to (i.e., 90° from) the contrast decoder, and consequently mini-
mizes contrast modulation in the neural prediction of behavioral
patterns. The SRS was −21° from RS for the data pooled across
both monkeys (Fig. 3B) and −23° and −18° for individual animals
(SI Appendix, Fig. S3).
The SRS linear decoder provides good predictions of the

monkeys’ behavioral patterns, both for the pooled data (PQSRS =
0.88; Fig. 3C), and for each monkey individually (monkey 1:
PQSRS = 0.87; monkey 2: PQSRS = 0.93; SI Appendix, Fig. S4). It
also provided a much better prediction of behavior than RS or
the iFLD (pooled data: PQRS = 0.40 and PQiFLD = 0.54; monkey
1: PQRS = 0.61 and PQiFLD = 0.66; monkey 2: PQRS = 0.19 and
PQiFLD = 0.53). These results suggest that SRS provides a con-
siderably better description of the relationship between IT neu-
ral activity and behavior than RS or iFLD under the challenge of
sensory-induced variations in population response magnitude
(i.e., contrast modulation).
The SRS decoder can be thought of as isolating image memory

information by correcting the IT population response for con-
trast modulation. We also considered a variant decoding scheme
in which the contrast correction was applied by estimating and
then subtracting contrast modulation from the RS decoder re-
sponse (SI Appendix, SI Methods). The behavioral pattern pre-
dicted by this decoder reflected a higher degree of contrast
modulation and was less well aligned with behavior (PQ = 0.75;
SI Appendix, Fig. S6) than SRS (PQSRS = 0.88; Fig. 3C).
The results presented thus far were obtained using response

values averaged over a temporal window from 100 to 500 ms fol-
lowing stimulus onset. We found similar results when the analysis
was applied to shorter time windows placed at different positions
relative to stimulus onset. These analyses revealed that contrast
modulation preceded memory modulations in IT and was reflected
throughout the entire viewing period following the initial latency
delay (SI Appendix, Fig. S5 A and B). Consequently, PQSRS rose and
then remained high until the end of the viewing period and PQSRS
was higher than PQRS for all time windows (SI Appendix, Fig. S5B).

The SRS Decoder Had Better Image Memory Performance than RS. To
better understand how memory and contrast were reflected in IT
during these experiments, we shifted our focus away from the
alignment between decoding predictions and behavior and to-
ward overall performance for decoding image memory. These
issues are best conceptualized by considering discriminability,
rather than percent correct, as a measure of performance. Dis-
criminability (often labeled d′ in the perceptual literature) is
defined as the ratio of the difference between the means of the
novel and repeated distributions divided by the square root of
the average variance of those distributions (Fig. 4A). In our ex-
periments, the variance of each distribution can be further decom-
posed into two components: 1) modulations within each distribution
by contrast (Fig. 4A, “Contrast Var”) and 2) combined modulations
arising from image identity and trial-to-trial variability (which cannot
be dissociated, due to the single-trial nature of these experiments;
Fig. 4A, “ID Var”) (SI Appendix, SI Methods).
We found that, in addition to being a better predictor of be-

havior (Fig. 3B), the SRS decoder also had higher image memory
performance than RS (Fig. 4B). This occurred despite the fact
that novel and repeated means were actually closer together in
the SRS direction than the RS direction (Fig. 4C). These de-
creases in mean separation were offset by decreases in variance
(denominator of d′), plotted in Fig. 4D. These decreases in
variance could in turn be attributed entirely to the elimination of
contrast modulation. In sum, the superior performance of SRS
resulted from novel and repeated distributions whose means
were slightly closer together, but whose variances decreased even
more as a consequence of eliminating contrast modulation along
the SRS linear decoding axis.

Relationship between SRS and iFLD Decoders. The results presented
above demonstrate that while the largely contrast-invariant pat-
terns reflected in the monkeys’ behavior are consistent with the
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SRS decoder (Fig. 3C), a linear decoder optimized for image
memory on our data (the iFLD) confuses image memory with
changes in image contrast (Fig. 2B). What do these differences
imply about the geometry by which image memory and contrast are
reflected in IT? To address these questions, we turned to simula-
tions, where issues about population geometry can be investigated
absent the constraints imposed by finite samples. To perform these
simulations, we began by fitting a model to each single unit that we
recorded. For each IT unit, the distribution of the visually evoked
firing rate response over stimuli was modeled by an exponential
function (12); image memory and contrast were modeled as mul-
tiplicative modulations of the visually evoked response; and the
trial-to-trial distribution of spike counts was modeled as an inde-
pendent Poisson process (SI Appendix, SI Methods). The four pa-
rameters fit for each unit included: 1) mean firing rate (the mean of
the exponential), 2) the visually evoked tuning bandwidth, 3) image
memory sensitivity, and 4) contrast sensitivity (SI Appendix, SI
Methods). We found that “synthetic” data from the resulting model
population recapitulated all aspects of the physiological data that
we have highlighted thus far, including contrast modulation in the
RS predictions (SI Appendix, Fig. S7A, Top Inset), contrast-invariant
SRS (SI Appendix, Fig. S7A, Middle Inset), and overall d′ that was
higher for SRS than RS as a consequence of eliminating contrast
modulation (SI Appendix, Fig. S7 B–D).
Next, to understand the relationship between SRS and the

iFLD, and why the iFLD did not exhibit contrast invariance, we
performed a set of analysis similar to those described for Figs. 3
and 4 but within the plane spanned by SRS and iFLD (Fig. 5A).
The iFLD is optimal (under the assumption of Gaussian-distributed
independent response), and indeed has higher discrimination per-
formance than SRS (Fig. 5B). Increased d′ for iFLD over SRS
resulted from both an increase in the distance between the means of
distributions for novel and repeated images (i.e., the d′ numerator;
Fig. 5C) as well as a decrease in the variance of distributions for
novel and repeated images (i.e., the d′ denominator; Fig. 5D). In-
triguingly, the overall reduction in total variance along the iFLD
axis relative to SRS resulted from an increase in contrast modula-
tion that were offset by a larger decrease in identity modulation
relative to SRS (Fig. 5D). This was because identity modulation and
contrast modulation were anticorrelated on this plane: decreases in
one (e.g., identity modulation) were accompanied by increases in
the other (e.g., contrast modulation; Fig. 5D). In other words, the
iFLD failed to predict contrast invariance in behavioral patterns
because it could achieve higher image memory performance by
reducing identity variance, which was anticorrelated with contrast.
To complement the 2D plots presented in Fig. 4 (RS and SRS)

and Fig. 5 (SRS and iFLD), SI Appendix, Fig. S8 depicts memory
decoding performance in the three-dimensional (3D) space de-
fined by SRS, RS, and iFLD, for both the real and synthetic data.

Discussion
Humans and nonhuman primates have a remarkable ability to
remember the images that they have seen (1, 2, 5, 6, 13). It has
been suggested that image memory is signaled in high-level visual
brain areas such as IT via changes in population response mag-
nitude, known as repetition suppression (RS) (4–9). We have
challenged this explanation, by examining neural and behavioral
memory responses while independently manipulating image con-
trast. IT population response was modulated by contrast, but
monkeys’ behavioral reports of image memory were largely in-
variant to changes in image contrast (Fig. 1), inconsistent with the
RS hypothesis (Fig. 2A). Behavioral invariance also could not be
reconciled with our previous work, which proposed that image
memory is linearly decoded from IT by weighting each neuron
proportional to the amount and sign of memory-relevant infor-
mation that it carries (10) (Fig. 2B). However, the monkeys’ be-
havioral patterns were linearly decodable from IT (Fig. 3C), using
a linear decoder that corrects the total spike count decoder by
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eliminating its contrast dependence. We refer to this linear decoding
scheme as sensory referenced suppression (SRS), because it can be
understood as estimating image memory from the total spike count
after correcting for sensory modulation (Fig. 3A).
The hypothesis that image memory is encoded in high-level

visual cortex as RS has a mixed history, with some studies finding
support for this hypothesis (6, 8, 10, 14, 15) and others finding
evidence against it (16, 17). In an earlier study, we reported that
some instantiations of RS decoders were good predictors of the
rates of behavioral remembering and forgetting when tested with
randomly selected images, under the assumption that all novel
images evoke the same magnitude population response from IT
(10). The work we present here suggests that modifications of RS
are required to account for single-exposure visual memory behavior
when factors other than image memory modulate the magnitude of
the population response. That is, we find that when novel images
evoke lower firing rates due to changes in contrast (e.g., L vs. H), an
RS classifier confuses those differences in firing rate due to contrast
for differences in image memory, and predicts higher memory
performance when those images are repeated (e.g., LL versus HH).
These predicted patterns are at odds with the actual behavioral
patterns of the monkeys, who exhibit similar performance for the
LL and HH conditions. SRS resolves this discrepancy by removing
the contrast dependency from the RS memory encoding scheme.
We also considered a variant linear decoder in which the

contrast correction was estimated based on the responses to novel
images and then subtracted from the RS decoder response (SI
Appendix, Fig. S6). This decoder did not predict behavior as well as
SRS. Under the assumption that memory and contrast both act by
multiplicatively modulating the responses of individual IT neurons
(which provides a good description of our data, as shown in SI
Appendix, Fig. S7), the operations performed by this variant decoder
are not expected to perfectly eliminate contrast modulation along
the memory axis. As a simple numerical demonstration, assume that
contrast and memory modulations are both multiplicative, reducing
responses by 10% and 20%, respectively, and the responses for four
illustrative conditions are thus H = 1, L = 0.9, HH = 0.8, LL = 0.72.
While the goal of the contrast correction is to perfectly align the
responses for novel (H and L) and repeated (HH and LL) condi-
tions, a subtractive contrast correction (H − L = 0.1) applied to the
low contrast conditions L and LL would successfully align the novel
conditions but imperfectly align the repeated conditions (H = 1, L =
1, HH = 0.8, LL = 0.82). Rather, when contrast acts multiplica-
tively, division (rather than subtraction) is the appropriate way to
correct for it. However, a divisive correction would require a non-
linear decoding scheme. What is surprising about SRS is that it
accomplishes the same goal as this hypothetical nonlinear decoder
with a purely linear decoding scheme (by orthogonalizing the total
spike count axis against the contrast axis, thereby eliminating it).
A number of factors other than contrast are known to mod-

ulate the IT population response, including stimulus attributes
such as object size (11), a diverse set of stimulus attributes that
contribute to image memorability (18–20), and external factors
such as surprise (21, 22) and attention (8, 23). The SRS decoding
scheme that we have proposed could, in principle, provide a
mechanism for the brain to disambiguate image memory-induced
changes in IT population response magnitude from changes due
to the combination of all of these other factors. In principle, all
that is required to generalize the SRS decoding scheme is for the
effect of these other factors to be at least partially nonoverlapping
with that of image memory (e.g., if individual units have hetero-
geneous sensitivities for these). In this case, a linear decoder can

be constructed by eliminating each of these factors in turn from
the RS decoder, analogous to the successive orthogonalizations
performed in the Gram–Schmidt procedure. Future work will be
required to determine how such a decoding scheme might be
learned by the brain. Learning algorithms for decoding often pre-
sume the existence of labels (e.g., “novel” versus “repeated”), with
the general idea that such feedback (“supervision”) is available
while a subject is actively learning a task. It is less clear how SRS
could be learned without such supervision (in the task of our ex-
periments, animals only receive reinforcement feedback regarding
correct/incorrect choices, not specific feedback regarding contrast).
What is the origin of the IT magnitude variation that aligns

with single-exposure visual recognition memory behavior? RS is
found at all stages of visual processing from the retina to IT, and
it strengthens in both magnitude and duration as one ascends the
visual cortical hierarchy (24). Consequently, a hierarchical cas-
cade of feed-forward, adaptation-like mechanisms may underlie
RS measured in IT (25). There are also indications that RS
within IT may arise from changes in synaptic weights between
recurrently connected units within IT itself (25, 26). Finally, a
component of RS in IT is likely to be fed back to IT from higher
brain areas such as perirhinal cortex or hippocampus. While the
assertion that top-down processing contributes to RS in high-
level visual cortex has been controversial (25, 27–29), recent
evidence from a patient with medial temporal lobe (MTL)
damage supports a role for feedback from MTL structures to RS
in high-level visual cortex (30). Within one MTL structure, the
hippocampus, single-exposure recognition memory behavior has
been linked with RS (31, 32) as well as synchronizations between
gamma oscillations and spikes (33). However, because these
evaluations were not made in a manner that challenges RS with
other factors that affect response magnitude, additional work
will be required to determine whether SRS is a better description
than RS of the neural signatures that reflect single-exposure vi-
sual recognition memory behavior in MTL structures that lie
downstream from IT. What is clear is that pinpointing the neural
signatures that align with single-exposure visual memory behav-
ior is a good first step toward understanding how the primate
brain manages to remember images so remarkably well.

Methods
Experiments were performed on two adult male rhesus macaque monkeys. All
procedures were performed in accordance with the guidelines of the University of
Pennsylvania Institutional Animal Care and Use Committee. In these experiments,
electrophysiological recordingsweremade fromneurons in IT cortexas themonkeys
performed a single-exposure visual memory task. The task, electrophysiological
recordings, and data analyses are described in SI Appendix, SI Methods.

Data Availability. Data have been deposited in Dryad (https://doi.org/10.5061/
dryad.gmsbcc2mh).
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