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Abstract

Humans and animals can quickly adapt to new task demands while retaining capabilities

developed previously. Such flexible sensory-guided behavior requires reliable encoding of

stimulus information in neural populations, and task-specific readout through selective

combination of these responses. The former has been the topic of intensive study, but the

latter remains largely a mystery. Here we propose that targeted stochastic gain modula-

tion could support flexible readout of task-information from an encoding population. In

experiments, we find that responses of neurons in area V1 of monkeys performing a visual

orientation discrimination task exhibit low-dimensional comodulation. This modulation

fluctuates rapidly, and is stronger in those neurons that are most informative for the be-

havioral task. We propose a theoretical framework in which this modulation serves as a la-

bel to facilitate downstream readout. We demonstrate that the shared modulatory fluctu-

ations found in V1 can be used to decode from the recorded neural activity within a small

number of training trials, consistent with observed behavior. Simulations of visual infor-

mation processing in a hierarchical neural network demonstrate that learned, modulator-

induced labels can accompany task-information across several stages to guide readout at a

decision stage and thereby fine-tune the network without reorganization of the feedforward

weights. This allows the circuit to reach high levels of performance in novel tasks with

minimal training, outperforming previously proposed attentional mechanisms based on

gain increases, while also being able to instantly revert back to the initial operating regime

once task demands change. The theory predicts that the modulator label should be main-

tained across processing stages and indeed we find that the trial-by-trial modulatory signal

estimated from V1 populations is also present in the activity of simultaneously recorded

MT units, preferentially so if they are task-informative. Overall, these results provide a
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new framework for how intelligent systems can flexibly and robustly adapt to changes in

task structure by adjusting information routing via a shared modulator label.
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Chapter 1

Introduction

Humans and animals are able to flexibly adapt their behaviors according to dynamic ob-

jectives and changes in their environment. Imagine a walk through a tropical forest: a

myriad of trees with busy birds searching for fruits; bushes hiding small animals in their

quest for nuts and seeds; light reflecting off drops of water on the leaves and a small

stream underfoot; in the distance, a few familiar faces. A scene like this contains a vast

amount of details, and while it may be beautiful to observe in its entirety, we typically do

not take in all of our environment simultaneously, but perceive it with an ever-changing

set of intentions: find food high up in a tree, drink water from the stream, catch up with

the group, is that a tiger in the bushes? While much is understood about how the brain

extracts and represents sensory information, the means by which intentions guide selection

and modulation of these representations to support flexible behavior remain unclear. This

introduction aims to: First, define behavioral flexibility in sensory-guided decision-making

tasks; Second, discuss sensory representation in the brain with a focus on vision; Third,

lay out the challenges for reading out and using these representations flexibly when switch-
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sensory environment intention

Figure 1.1 A busy jungle with rich sensory information. What matters depends on the internal inten-
tion.

ing between different tasks.

1.1 Behavioral flexibility

Behavioral flexibility describes the ability to switch from one task to another - to adjust

to new rules or to find a new solution to a problem (Ionescu, 2012). It is observed across

different species (Bronkhorst, 2015; Cheng and Frye, 2020; Cherry, 1953; Mante et al.,

2013; Ruff and Cohen, 2016a; Tingley et al., 2014; Tolman et al., 1946) and is an impor-

tant characteristic of biological intelligence. Static processing of sensory information, stud-

ied as “instrumental learning” (Drummond and Niv, 2020), model-free/habitual learning

(Drummond and Niv, 2020) or “rigid stimulus-response memory systems” (Lee and Lee,

2013), is the direct mapping of a stimulus to a response, resulting in fast “automatic” be-

havior (such as the “knee-jerk” reflex), similar to what many machines perform. In con-

trast, behavioral flexibility requires merging sensory information about what is immedi-
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ately present in the outside world with intention. Intention reflects objectives derived from

internal state (e.g. hunger, thirst) or external changes in the environment (e.g. contextual

background cues, see Lee and Lee, 2013). It does not need to be bound to the present sen-

sory input, but may originate in previous experience or future expectations (Mante et al.,

2013).

Flexible behavior in sensory-guided decision making has been studied in different fields,

such as cognitive psychology, cognitive and systems neuroscience, and particularly in

the fields of attention research and reinforcement learning. Consequently, it has been

formalized in many experimental paradigms, of which I will highlight three representa-

tive groups here. First, visual attention: monkeys and humans are able to flexibly adjust

visually-guided behavior based on changes in relevant spatial location (Ruff and Cohen,

2016a; Treue and Maunsell, 1996) or feature task relevance (Armbruster et al., 2012; Biró

et al., 2019; Hayes and Allinson, 1998; Mante et al., 2013; Mohan et al., 2021; Ravizza and

Carter, 2008). The change in task relevance can be signaled by an extrinsic sensory cue or

be intrinsically motivated. In human behavioral studies, typical feature-based tasks that

are being combined or alternated are object naming, categorization of digits as even/odd

or larger/smaller, categorizing words or letters (Kiesel et al., 2010). The visual stimuli

are typically bivalent, so that different tasks can be performed on them. Second, naviga-

tion: mice and rat navigating to a reward are able to adjust their paths when confronted

with changes in their environment, such as paths in a maze being blocked (Tolman et al.,

1946), starting position changes in the Morris water maze (Morris, 1984) or changes in

the probability of a location being rewarded (Tingley et al., 2014). These behaviors are

thought to rely on cognitive maps of the environment - complex internal representations

that allow planning and flexibility. Third, behavior based on other sensory features: for

example humans are able to concentrate on a particular source of sounds and suppress
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other sources (the “Cocktail Party” problem, Bronkhorst, 2015; Cherry, 1953). Rats sim-

ilarly show great auditory flexibility when switching between sound localization and pitch

discrimination tasks while maintaining high performance (Rodgers and DeWeese, 2014).

In the domain of touch, somatosensory sensitivity in humans can change depending on

the probability that a task-relevant stimulus will appear on a particular part of the body

(Johansen-Berg and Lloyd, 2000; Lindsay, 2020).

In most of these flexible behaviors, the sensory information or the statistics of the sensory

environment stay the same, but their relative meaning for the subject changes depending

on task details. These sensory-informed but rule-guided behaviors imply that the brain is

able to capture and selectively use relevant information to guide a decision.

1.1.1 Engineering flexible behavior

Despite the immense advances in the field of Machine Learning and Artifical Intelligence

through Deep Neural Networks and Recurrent Neural Networks integrating “attentional”

mechanisms and meta-learning across different tasks (Caruana, 1997; Finn et al., 2017a;

Vaswani et al., 2017), task switching or multitasking is still non-trivial for artificial agents

(Lindsay, 2020). Arguably one of the biggest challenges is building representations that

can represent the information needed for many tasks and then incorporating control pro-

cesses that use these representations flexibly, within the constraints set by limited re-

sources. Specifically, reorganizion of existing synapses to satisfy the demands of each task

runs the risk of catastrophic loss of previous capabilities (Fusi et al., 2005; Kirkpatrick

et al., 2017; Masse et al., 2018). Different approaches exist to improve task flexibility. For

example, some meta-learning algorithms introduce hyperparameters that act across multi-

ple tasks and aim to optimize performance, by improving starting parameters (Finn et al.,
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2017a), orthogonalizing task representations (Yang et al., 2019), or modulating learning

dynamics (Andrychowicz et al., 2016; Wang, 2017), among other methods. A different

line of research focuses on episodic memory components that aim to increase the capacity

for building associations across longer periods of time and allowing for flexibility through

separate memory representations (Ritter et al., 2020, 2018). All of these approaches rely

on significantly increasing the parameter space to avoid catastrophic forgetting. Resource

constraints prevent the construction of de novo representations for each new task in the

brain and set natural limits to the scalability of many of these algorithms. Therefore,

while impressive performance can be achieved in a clearly specified set of tasks and given

large sets of data and vast parameters spaces, the flexibility exhibited by biological agents

given a wide range of tasks is, for now, out of reach.

1.1.2 Limitations to flexible behavior

In order to gain understanding of flexible biological behavior, it can be equally useful to

consider its limitations. Some task switches are hard. There are sensory modalities that

are prioritized and guide behavior preferentially, creating asymmetry when switching from

one modality to another. For instance, vision tends to overrule other senses even if it is

not informative for the task (Bertelson and Aschersleben, 1998; Lindsay, 2020; Spence,

2009). Similarly, within one modality there are sensory features that are especially salient

and easily extractable, such as oriented edges (especially along the cardinal axis), spa-

tial frequency and motion (Itti and Koch, 2001; Lindsay, 2020). Others require more ef-

fort and longer processing times, such as detecting combinations of features (Posner and

Presti, 1987), combining information from different spatial locations (Itti and Koch, 2001;

Lamme and Roelfsema, 2000; Lindsay, 2020), or reporting a less automated feature in the
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presence of a more dominant one, such as color in the Stroop test (Scarpina and Tagini,

2017; Stroop, 1935). Another well documented phenomenon is visual search asymmetry

where finding an object of type A among objects of type B can be a lot easier than finding

an object of type B among objects of type A. For instance a curved line among straight

lines is easy to find but not the other way around (Gupta et al., 2021). Furthermore, the

frequency of task switches matters; block designs where a task stays the same for several

trials tend to be easier to perform than alternations where tasks switch with every trial

(Kiesel et al., 2010). A switching-cost effect remains even if task switches are strictly peri-

odic and entirely predictable (Rogers and Monsell, 1995), are cue-instructed (Altmann,

2004; Meiran et al., 2000), or even voluntary (Liefooghe et al., 2009). However, which

mechanisms underlie the different task switching behaviors and how they change as se-

quential task switching becomes parallel multitasking is unclear.

These “failures” of flexibility may in part be attributed to mechanistic limitations of the

brain, such as the number of neurons and connections that can be sustained simulta-

neously or imperfect communication (“noise”). However, they may also teach us about

when “hardwired” stability should be prioritized over flexibility (Ionescu, 2012), either to

achieve the rapid behavior seen in stimulus-response behavior or because it provides a sta-

ble scaffold for learning, reducing the parameter space that needs to be considered when

learning a new task. For instance, salient visual features likely emerge because of the way

the brain represents information and makes certain features more easily available (e.g. by

enabling linear readout and manifold separation (DiCarlo and Cox, 2007)). The next sec-

tions will review relevant properties of sensory feature representation (Sec. 1.2) and con-

sider their impact on task-learning speed (Sec. 1.3.2).
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1.2 Encoding of sensory information

In order to allow directed action in an environment, the brain has developed a neural ar-

chitecture to both precisely and robustly represent sensory information in the world that

has proven vital in the span of life and over evolution. Primary sensory areas can capture

a wide range of stimulus information simultaneously and stably, while flexible changes due

to task structure are thought to happen closer to the decision-making stages, such as pre-

frontal cortex in monkeys and humans (Mante et al., 2013; Tsotsos et al., 2019).

Given the importance of vision for humans and the dominance of vision research com-

pared to the study of other sensory modalities (Hutmacher, 2019; Lindsay, 2020), we use

visually-guided decision making as an example to discuss how sensory task information is

encoded by the brain. Encoding properties of the visual processing hierarchy have been

studied extensively since Hartline (1938) demonstrated the idea of receptive fields in frog

retinal ganglion cells and Hubel and Wiesel (1959) comprehensively illustrated V1 neu-

rons’ tuning selectivity in cats. Here we will focus on visual encoding properties of pri-

mates. Neurons at the retina respond to highly localized light patterns (Carandini et al.,

2005; Dayan and Abbott, 2005) made up of ON and OFF regions. Neurons downstream in

the lateral geniculate nucleus (LGN) and primary visual cortex (V1) integrate over these

local light responses, but maintain spatial receptive fields (RF) that make them sensitive

to local patterns of light contrast (Fig. 1.2A) (Carandini et al., 2005). On a population

level, neurons’ RFs tile the visual field so that for any particular location a subset of neu-

rons will be responsive. Within one location, different patterns of light drive neurons to

varying degrees. For instance, V1 neurons tend to respond to small oriented edges or grat-

ings and have preferred orientations and spatial frequencies.
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As for physical space, neurons also tile the space of possible orientations and frequencies,

illustrated in Fig. 1.2. Visual information is then processed by a hierarchy of brain regions,

each spatially and functionally clustered. Neurons downstream of V1 create new response

selectivity as they integrate information from previous representations. They progressively

increase their RF size (Born and Bradley, 2005), their invariance to object rotation and

scaling (Rust and DiCarlo, 2010), and form more complex feature preferences such as mo-

tion selectivity, form and face selectivity. These feature maps extract visual information

hierarchically and are thought to build the basis for any visually guided behavior.
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Figure 1.2 Illustrations of spatial and orientation tuning. A) Spatial RF of a theoretical example
V1 neuron (see also Carandini et al., 2005). B) Cartoon tuning curves of neurons with same RF but
different orientation preference. Orientation preference is indicated with vertical lines. C) Population
response resulting from individual tuning curves in A, given the particularly oriented stimulus indicated
in purple. Plotted is the activity level over neuron’s preferred orientation.

1.2.1 Variability in sensory encoding

While neurons do respond to some feature more than others, their response rate (number

of spikes) given one and the same stimulus shown in different experimental trials varies

(Goris et al., 2014; Stein et al., 2005). These variations likely have multiple sources, for
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instance, internal states (e.g. arousal or attention), recurrent dynamics, or an accumula-

tion of molecular processes that are typically described as stochastic (e.g. fluctuations in

ion concentration during synaptic communication) (Allen and Stevens, 1994). From a sig-

nal processing point of view, these processes are “noise” that corrupts the stimulus encod-

ing and the ratio between the stimulus signal and the noise is a widely used measure for

coding precision (signal-to-noise-ratio, SNR). This noise is considered a major limitation

in sensory-guided decision making such as discrimination or detection, and there exists a

large body of literature that relates the properties of neural noise to behavioral thresholds

(Johnson, 1980; Kang et al., 2010; Renart and Machens, 2014; Shadlen et al., 1996). As

there are different sources of noise, its structure can vary. Often noise is reported to be

multiplicative, rather than additive, suggesting modulating factors that scale neuron’s ac-

tivity (Goris et al., 2014; Lin et al., 2015). Some of the noise is neuron-specific, but often

times there are noise correlations between pairs of neurons, or even low-dimensional struc-

ture. Population coding allows to average over independent noise to get more robust esti-

mates, but it can be limited by certain types of noise correlation structures (Zohary et al.,

1994). Chapter 2 will explore the structure of such activity fluctuations in more detail.

1.2.2 Top-down gain modulation

In addition to the feedforward processing of information, neurons’ activation is further in-

fluenced by feedback, that is, signals originating in downstream circuits (Felleman and

Van Essen, 1991a; Gilbert and Li, 2013; Markov et al., 2014). Such top-down signals can

affect sensory processing in a context, reward and task-dependent manner (Kuchibhotla

et al., 2017; Niell and Stryker, 2010; Vinck et al., 2015), for instance, through gain mod-

ulation that multiplicatively scales neurons’ activity up or down (Goris et al., 2014; Ra-
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binowitz et al., 2015; Sherman and Guillery, 1998). Many functional roles have been as-

cribed to gain modulation (Reynolds and Heeger, 2009; Salinas and Abbott, 1997; Salinas

and Thier, 2000) and the neuromodulatory systems involved are diverse (Ferguson and

Cardin, 2020). A well-known example is top-down attentional modulation, in which rel-

evant responses are selectively amplified (Carrasco, 2011; Reynolds and Chelazzi, 2004)

and their covariability decreased (Cohen and Maunsell, 2009). Attentional modulation

has been proposed as a means to selectively improve the accuracy of relevant encoded in-

formation (McAdams and Maunsell, 1999; Moran and Robert, 1985; Treue and Maunsell,

1996) since their amplification renders task-relevant information more salient. Chapter 2

will discuss the impact and limitations of gain modulation for task-specific information

processing and propose a new role for gain fluctuations.

1.3 Task-flexible decoding

Visual areas extract general features from our environment. However, in order to support

flexible behavior, this extensive representation needs to undergo selection and careful con-

solidation (Britten et al., 1996). Consider a discrimination task based on the basic sen-

sory attribute of visual orientation. As outlined before, in primary visual cortex (area V1)

of monkeys, neurons respond selectively to different orientations at different locations in

the visual field. As a result, if the task involves a small stimulus or a small difference in

visual orientation, we expect only a subset of neurons with particular tuning properties

to carry the information relevant to that task (Fig. 1.3), while most neurons carry other

signals that are uninformative for the task. It is worth emphasizing here that these “un-

informative” neurons are not silent and consequently not by default ineffectual. Instead

they need to be actively ignored somewhere downstream (Shadlen et al., 1996), similar
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to the Cocktail Party problem, where a lot of voices have to be actively suppressed in or-

der to follow a particular conversation. The performance in a sensory-guided task relies on

the ability to properly identify and read out the task-informative responses while ignoring

task-uninformative background activity.
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Figure 1.3 Illustrations of orientation decoding from a population with same RF. A) Tuning curves of
neurons with different orientation preference relative to two stimulus orientations that need to be dis-
criminated. B) Population responses in two example discrimination tasks, on top a fine discrimination
between two similar orientations (10◦ difference) and below a coarse discrimination (70◦ difference) -
plotted are the stimulus-evoked activity of neurons over their preferred orientation (shades of purple)
and the absolute difference in response (grey) as a coarse proxy for information that can be extracted
from each neuron.

The readout of stimulus information from any particular brain area is often conceptual-

ized through the lens of decoding neural responses. Decoding provides a mathematical

framework to study the process of appropriately combining the activity of single neurons

or populations to select information required for tasks, such as discriminating between two

stimuli or detecting the presence of a stimulus. Here we differentiate decoding approaches

that aim to study how task-information is encoded in a population and those that aim to

model biological decoding - the process of a brain area collecting incoming information to
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guide behavior in a task. The first approach is applied to recorded activity from any brain

area to study what information about an experimental stimulus is encoded, while the sec-

ond approach encompasses the question of how and where the brain itself decodes informa-

tion to solve a task. We will see that the methods that have been developed to study the

first question are not necessarily suitable to answer the second.

1.3.1 The Ideal Observer Framework

Decoding has been extensively studied within the “Ideal Observer” paradigm which mod-

els the response properties of a population through an encoding model and then derives

a statistically optimal decoder for this model (Berens et al., 2012; Britten et al., 1996;

Dayan and Abbott, 2005; Geisler and Albrecht, 1997; Graf et al., 2011; Jazayeri and

Movshon, 2007; Ma et al., 2006). As such, this approach relies heavily on Bayes’ theorem

which directly connects encoding and decoding in a probabilistic framework.

A probabilistic encoding model describes the response activity of a single neuron n in a

particular visual area by translating an instantiation of a stimulus dimension s (for sim-

plicity assumed to be 1-dimensional and called the stimulus) into predicted spiking re-

sponse kn through the conditional probability distribution P (kn|s). Fluctuations around

the stimulus-evoked mean response are inherent to neural responses and captured by the

stochasticity in P (·). Typically neural responses quantified as the number of spikes in a

set temporal window are well described by Poisson variability since the variance tends to

increase with the mean,

kn ∼ Poisson(fn(s)), (1.1)

where fn(s) is a function of the stimulus which expresses the mean response of neuron n
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to the stimulus (as in the example of orientation tuning in Fig. 1.2C). Decoding is the re-

verse process and describes the probability of a particular stimulus given a specific neural

activation P (s|kn). Bayes’ theorem allows us to link the encoding P (kn|s) to the decoding

probability of P (s|kn) for a single neuron n or a population with activity k

P (s|k) = P (k|s) ∗ P (s)
P (k) , (1.2)

The total probability of any particular stimulus P (s) in the world is generally undeter-

mined and assumptions have to be made about the distribution of relevant stimuli. Once

an encoding model is formalized and its parameters f(·) estimated, we can decode the

stimulus s from the spike responses k through maximum a posteriori (MAP) inference,

which chooses the most likely stimulus given what we know and using Eq. 1.2. If we as-

sume that all stimuli are equally likely (i.e. P (s) is constant), the factor P (s)
P (k) is indepen-

dent of s and the MAP estimate simplifies to the Maximum Likelihood (ML) estimate

(Dayan and Abbott, 2005). We can derive the ML estimate for a population of indepen-

dent Poisson neurons by maximizing

P (k|s) =
∏
n

fn(s)knexp(−fn(s))
kn! , (1.3)

with respect to s. Following the standard approach of maximizing the mathematically

simpler logP (k|s) given that the position of an optimum does not change with a log-

transformation, we set the derivative of the logP (k|s) to 0 and solve for s, resulting in

∑
n

kn
f ′

n(sML)
fn(sML) = 0, (1.4)

where f ′
n(sML) = ∂fn(sML)

∂sML
and assuming a population that uniformly spans the stimulus
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range so that ∑n fn(s) is approximately independent of s. The exact estimate depends

on the form of fn(sML) but for the classical Gaussian tuning curves around a preferred

stimulus spref given by

fn(s) = kmaxexp
(

−1
2

(s − s(pref)
n )2

σ2

)
, (1.5)

we can derive the estimate sML as

sML =
∑

n knspref∑
n kn

. (1.6)

The form of the tuning function varies with the type of stimulus feature. For example, cir-

cular variables such as direction require periodic tuning curves (e.g. the von Mises func-

tion fn(s) = kmaxexp
(

1
σ2 cos(s − s(pref)

n )
)

(Fiscella et al., 2015; Jazayeri and Movshon,

2006)), however, the overall approach is the same.

There are several theoretical and practical applications of the Ideal Observer (IO) frame-

work. It allows studying the accuracy and reliability of an encoding population (Dayan

and Abbott, 2005) by providing an upper bound on how well information can be read out

assuming a certain encoding model. This upper bound can than be applied to different

brain areas to study changes in the type of information that is encoded. Rust and Di-

Carlo (2010) have found that the features encoded by V4 and IT encode natural images

with similar discrimination precision but that IT is much better at preserving object iden-

tity over position, scale and context. Beck et al. (2012) used IO models to study decision

making and compare the contribution of internal vs inference noise to explain behavioral

performance. Jazayeri and Movshon (2007) used a Bayesian IO model to study biases in

perceptual decision making and found that humans make biased estimates in discrimi-
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nation tasks similar to what a Bayesian optimal decoder would suggest. Further on, the

IO framework can identify the mathematical form of an optimal decoder. For instance,

Eq. 1.6 suggests that the optimal decoding for Poisson stochasticity and Gaussian tun-

ing curves is a linear weighting of each neuron’s response by its preferred stimulus divided

by the overall response. Other encoding models may lead to different decoder forms (for

examples see Table 1.1). Given the decoding form, we can study the biological plausibil-

ity of different decoders resulting from varying encoding models and identify mechanistic

limitations on which decoders could be approximately implemented by the brain given

what we know about neural computations (Ma et al., 2006). Another application of the

IO framework is the study of correlation structures among neurons (Berens et al., 2012;

Franke et al., 2016; Kanitscheider et al., 2015a,b; Moreno-Bote et al., 2014; Pitkow et al.,

2015). Specifically we can relax the unrealistic assumption of independent neurons and

take into account biological interactions that cause dependencies which can be observed,

for instance, as pairwise correlations. By estimating such correlations and integrating them

in our encoding model we can test their effects on the encoding precision by deriving their

respective optimal decoders (Kanitscheider et al., 2015a). Additionally, the IO framework

has not just theoretical but also practical application. It is essential in the field of Brain

Computer Interfaces, where it has proven successful in reading out and manipulating the

activity of different brain areas with enough precision to guide artificial prostheses (An-

dersen et al., 2004) and even decode precise dynamics to form single written letters from

activity of the human premotor area (Willett et al., 2021).

Despite its important application, the IO framework has several limitations. First, not all

encoding models allow analytical derivation of a decoder (see Table 1.1) and there is a

trade-off between biological accuracy of the encoding model and mathematical simplicity

of the decoder. For instance, neuronal tuning is multidimensional but marginalizing for-
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Task Encoding function Noise assumption ML decoder
(1) Estimation linear Gaussian linear
(2) Estimation log-Gaussian Poisson linear+normalization
(3) Estimation log-linear Poisson no closed form
(4) Discrimination mean SR Poisson linear

Table 1.1 Ideal observer ML optimal decoders resulting from different assumptions. SR refers to
stimulus response.

mally over many stimulus dimensions can be nontrivial. Also, the above-mentioned study

of correlation structure is limited by the interactions that we can capture with a tractable

encoding model (typically low-dimensional correlation patterns). Second, the theoretical

study of encoding and decoding of a population is ultimately limited by the neurons that

can be recorded. The IO framework does not allow us to estimate the impact of neurons

that do not respond much to the experimental stimuli for decoding, since they are typ-

ically discarded or mixed in with recording noise. In practice, we need to estimate the

encoding model’s parameters and this estimation is going to be limited by the number

of trials that the recorded population was observed for. This has important implications

for the comparison between simple and more complex encoding/decoding models. For in-

stance, an encoding model assuming independent neurons may be less accurate than one

that reflects the intricate interactions between neurons (such as Pillow et al., 2008), but it

would require fewer parameters and consequently may be easier to fit with the data avail-

able (Berens et al., 2011; Kanitscheider et al., 2015a).

1.3.2 Learning task-specific decoders

From the perspective of a scientist who is trying to understand the recorded activity of a

population, a lot of valuable knowledge can be gained from formulating an encoding model
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and estimating its parameters given the maximum amount of data available. However,

when considering how the brain solves a task, the biological and behavioral plausibility

of learning the necessary parameters has to be taken into account. Specifically, identifying

the IO optimal decoder assumes knowledge about the response properties of neurons, their

tuning curves along a particular stimulus dimension, their stochasticity properties (details

about their fluctuations around the mean response), and additional gain modulatory fac-

tors. It is unclear and arguably unrealistic that a decoding area in the brain could store all

this information for many encoding neurons from different areas and many stimulus types.

This framework therefore lacks a theory of how the optimal decoder could be learned on-

line from neural activity.

An alternative approach is to learn decoding weights directly by minimizing a supervised

loss function (Dayan and Abbott, 2005). The loss function depends on the specific task,

for instance, in an estimation task we may assume that the decoder should minimize the

mean squared error (MSE), but given a discrimination task where the aim is to differenti-

ate two categories, a more appropriate loss function is the cross-entropy (CE) loss. There

are cases where defining the loss function or assuming an encoding model to derive the

MAP estimate can lead to the same decoding solution. The simplest is a linear depen-

dency with Gaussian noise in the context of an estimation task. If the IO encoding model

is linear Gaussian, kt ∼ N(βst), its optimal decoder coincides with the linear regression

decoder aiming to minimize the MSE, a = (KT K + λI)−1KT s, where K is the spiking

activity of all neurons to sufficiently many i.i.d. stimulus instantiations s. These decoding

weights can be learned online by using gradient descent optimization with a learning rate

α

at+1 = at − α(atkt − st)kt, (1.7)
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where the index t indicates the temporal progression of the learning samples.

Other IO encoding models also lead to simple linear decoders that can be approximated

by linear regression, as in the case of a population of Poisson neurons in the context of a

discrimination task (see Table 1.1). However, generally the IO decoding weights are not

necessarily equivalent related to the ones derived through linear regression. Their sim-

ilarity can, however, be assessed numerically. For instance, for the encoding model cor-

responding to Equ. 1.6, simulations show that the regression decoder weights for the log

counts, log(k), are in fact proportional to the IO optimal weights, assuming that the en-

coding model is correct and stimulus samples are i.i.d.

More complex regression methods can improve decoding precision compared to linear re-

gression, by taking into account higher order dependencies (e.g. polynomial regression or

deep neural networks). If such regression models outperform a chosen encoding model’s

optimal decoder, this suggests that this encoding model may be insufficient. Conversely,

a regression model that is arbitrarily complex may be unrealistic for what the brain can

actually implement and use to solve a task. Even for a simple regression model, the bio-

logical plausibility of learning its parameters is questionable. Whether supervised feedback

is available to the brain and can backpropagate to change readout of encoding neurons at

a primary sensory area is highly debated (Crick, 1989). However, even at the normative

level, regression is problematic - the mere number of samples that would be required to

adjust decoding weights for any particular task from supervised feedback alone would pro-

hibit flexible behavior as described in Sec. 1.2.

Specifically, the local RF and particular tuning properties discussed in Sec. 1.2 suggest

that for any task involving a particular set of stimuli only a subset of the population

carries information, while the rest of the population may be activated by other, task-
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irrelevant sensory features (experimental evidence is further given in Chapter 2). This has

two important implications for the performance of regression which can be illustrated even

in the simple setting of a linearly dependent variable with Gaussian noise (simulating an

observed variable x ∼ N(βs, σ2IN) and applying linear regression to these observations

x to estimate s). Fig. 1.4A shows learning trajectories for different numbers of informa-

tive variables out of a total population of N = 100 variables quantified via the MSE; the

MSE at convergence naturally decreases (Fig. 1.4B) and the initial learning slope increases

as the number of informative variables in the population grows (Fig. 1.4C). As a conse-

quence, the number of trials needed to reach a MSE criterion of 0.1 decreases with the

number of informative variables (and may not even be achievable at all with very few in-

formative variables). The performance is worse and learning is slower with fewer informa-

tive variables. While adding “uninformative” variables (βn = 0) to a fixed informative set

of variables in linear regression does not change the minimum MSE that can be achieved

by that population (Fig. 1.4D-E), it can substantially impact the number of training tri-

als that is required to reach a MSE criterion (Fig. 1.4F). Consequently, the many neu-

rons with mainly task-irrelevant activation may be easy to discard if decoding weights are

known (as their weights can be set to 0), but they pose a non-trivial challenge for learning

as they obstruct finding and reading out from the informative neurons. Therefore super-

vised regression learning alone is likely insufficient to explain the flexible, few-trial learn-

ing, behavior shown by humans and animals.

1.3.3 Impact of hierarchical sensory processing

Both the IO optimal decoder and supervised regression approaches described above as-

sume decoding from one specific area, typically a recorded primary sensory area, but when
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Figure 1.4 Ideal observer optimal decoder with sparsely informative population. Simulations are
from a linear encoding model with a scalar hidden variable s and N observed stochastic variables
x ∼ N(βs, σ2IN ). A ridge regression model recovers st given xt at trial t. Depending on the distri-
bution of β a different number of trials is needed to learn how to read out s from x. A) Shown are
different learning trajectories if out of N = 100 variables, 10, 30 or 90 have a βn value ̸= 0 (termed
informative variables) . B) The minimum error reached after the regression weights have converged,
decreases with increasing number of informative variables. C) The decrease in MSE after the first 10
training samples (“learning slope”) over the number of informative variables. D) Adding uninformative
variables (βn = 0) to a group of informative variables (Ninf = 6). E) The minimum error is constant
over the number of added uninformative variables. F) The number of trials needed to reach a crite-
rion performance increases with increasing number of uninformative variables.

studying how the brain could solve decoding, it is not just the “how” that is unclear, but

also the “where/when”. Given the modular and hierarchical structure of the brain, every

brain area between sensory receptors and muscle activity takes the role of both encoder

and decoder, depending on whether it is considered relative to the previous or the follow-
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ing brain area. However, sensory representations are believed to be mostly stable while

neurons in cognitive areas such as the prefrontal cortex, hippocampus or basal ganglia

are strongly task-modulated, represent task rules and have widely varying tuning prop-

erties depending on the current demands (Kobak et al., 2016). Behavioral flexibility is

therefore typically associated with higher order cognitive areas (Kang and Maunsell, 2020;

Mante et al., 2013; Woolgar et al., 2015), suggesting that the problem of task-specific de-

coding happens at an advanced stage of processing. This introduces an additional chal-

lenge to the study of biological decoding: how do these higher order areas access the par-

ticular sensory information for a task (Kang and Maunsell, 2020)? Primary visual areas

do not have sufficient connectivity to decision areas in the brain for direct readout, so in-

formation needs to propagate through the processing hierarchy before reaching decision

areas. Three main issues emerge: first, once sensory information is lost due to a particular

transformation at one stage of processing, downstream areas cannot recover this informa-

tion (data-processing inequality) (Herzog and Clarke, 2014), which requires that general

information is preserved before task information is selected later on. As a consequence,

task-information is sparse and embedded in a large pool of non-informative encoded in-

formation. Second, another challenge pertains to the sparsity of a representation and can

be illustrated with the previously described example of discriminating small patches of

oriented gratings. Given the properties of visual encoding outlined in Sec. 1.2, small ori-

ented edges optimally drive primary visual area V1, hence the information to discriminate

these gratings is well contained and easily accessible in a few neurons of V1 (Froudarakis

et al., 2014). Following V1, the encoded information undergoes a sequence of transfor-

mations that aims to build invariances and detect broader features (Hong et al., 2016;

Yamins and DiCarlo, 2016). In this process, task-information mixes with task irrelevant

signals before reaching decision areas. Specifically, downstream of V1, the increase in RF

21



size, feature complexity and invariance abstraction imply the dissipation of information

about local gratings. So even if information is still fully available at the last stage, it is

certainly much more spread across neurons. Such a diffuse representation can substantially

slow down the learning of decoding weights. Again, this can be illustrated in a simple es-

timation task and linear Gaussian dependency (as in Fig. 1.4). Given a fixed amount of

information in a population that can be either localized in a few neurons or spread across

many (Fig. 1.5A), the estimation precision that can be achieved with unlimited data is un-

changed (Fig. 1.5B), but given limited data localized information gives higher precision

than spread information (Fig. 1.5C). Intuitively this makes sense because for localized in-

formation fewer variables have to “be detected”. However, it leaves the question of how

the brain may deal with decoding from such diffuse representation. Thirdly, as every pro-

cessing stage will add noise as it propagates a signal forward, the information will be less

reliable by the time it reaches decision making areas. Humans are able to react not only

to single localized gratings, but even to as little as a single photon captured by the eye

(Hecht et al., 1942; Tinsley et al., 2016), demonstrating extraordinary scaling ability given

the neural noise and the miniscule fraction of elicited responses relative to overall back-

ground activity in the brain. It is unclear how such very particular, localized stimulation

could inform and drive behavior.

1.3.4 How does the brain decode?

We illustrated how behavioral flexibility that may seem trivial and universal across species

poses a fundamental challenge for artificial systems, as even small changes in a task (e.g.

changing the location or scale) require very different sensory information and consequently

rely on significant changes in the information-processing machinery. Both the IO optimal
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)
. B) The minimum error over the number of variables over

which informativeness is distributed. C) The number of trials needed to reach a criterion performance
(MSE< 0.5) increases with increasing number of variables over which informativeness is distributed
(within this range of information sparsity, L2 linear regression performs worse than L1).

decoder and regression-based approaches are fundamentally flawed as models for decod-

ing in the brain (Dayan and Abbott, 2005). Storing either the multidimensional response

properties of all encoding populations or the resulting decoding weights for many different

tasks would allow quick switching between different task-specific decoders, but it is unre-

alistic for a decoding area to acquire and contain that much information, disqualifying the

IO framework. On the other hand, learning decoding weights directly by minimizing a loss

function would require large numbers of repeated exposures, a limitation that puts super-

vised regression at odds with the time scales of behavioral flexibility seen in humans and

animals.
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1.4 Outlook

This thesis explores the neural computations underlying flexible behavior in the context of

a visual discrimination task. Chapter 2 presents data analysis of neural recordings in area

V1 and medial temporal area (MT) provided by Douglas A. Ruff and Marlene R. Cohen

and previously published in Ruff and Cohen (2016a). Chapter 3 introduces a novel theo-

retical framework for task-flexible decoding and demonstrates its ability to extract infor-

mation from an encoding population. Predictions of the theory are then tested directly in

the data and compared to both the IO framework and regression. Chapter 4 extends the

theoretical framework to include hierarchical processing and to study learning, illustrating

the plausibility of this novel theory in a hierarchical model of flexible visual processing.
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Chapter 2

Structured variability during stimulus
encoding in primary visual cortex

2.1 Introduction

In this chapter flexible behavior is studied in the context of a change detection experiment

in non-human primates (Ruff and Cohen, 2016a,b), and together with its neural corre-

lates in primary visual area V1. We quantify monkeys’ ability to switch between different

task variations presented in a block design and analyze how information about the task is

encoded in primary visual neurons. We look at the encoding properties of the population

specifically considering potential issues for decoding (described in Chapter 1) to better un-

derstand what challenges biological decoding in the brain needs to overcome in such a task

and given these neural representations. Finally, we extract and study other sources of fluc-

tuations in the neural activity that are not caused by the stimuli but impact the encoding

precision (so called “noise”).
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2.2 Task design

Monkeys were trained to detect a small change in orientation/direction of a Gaussian-

windowed drifting sine grating (Fig. 2.1A). Two to three gratings were present simulta-

neously, at high or low contrast levels, and spontaneously changed their orientation (cou-

pled to an corresponding change in drift direction, Fig. 2.1A). However, the animals were

rewarded only for responding to changes of one of these gratings, with the others act-

ing as distractors. The location of the relevant stimulus was fixed within blocks of trials

(Fig. 2.1B), switching randomly between blocks throughout an experimental session. The

two task-orientations of a stimulus also changed between blocks. The task-relevant loca-

tion is indicated by a few instructional stimulus presentations, and is selected randomly

for each block within the session (∼ 3 − 6 blocks per session). We analyze each record-

ing session by splitting it into the task-specific blocks of trials. In a trial, gratings flash on

(200ms) and off (200-400ms) at the same orientation (repeated, stimulus 0) until a change

occurs at an unknown time (target, stimulus 1).

In each block we analyze 21 − 109 trials where the monkey either detected the target (hit)

or failed to detect it (miss). We drop any trials where the monkey did not finish the task

in a hit or miss. Trials where one of the distractor stimuli changed orientation were also

excluded from the analysis here. A block then provides an average of 54 trials, each with

several stimulus repeats (s = 0, each 200ms) interrupted by breaks (200-400ms) and com-

pleted by a target presentation (s = 1, orientation-change). More details about the experi-

ments can be found in Ruff and Cohen (2016a).
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2.3 Behavioral performance

Once the overall reward structure of the task was learned, monkeys performed well; they

were able to hold fixation through several presentations of one repeated stimulus, detect

the change in orientation when presented, make the appropriate decision to react and ex-

ecute an indicative saccade (Fig. 2.1C). Importantly, they performed this behavior flexi-

bly and were able to quickly adjust to switches in task-relevant stimulus location (Ruff

and Cohen, 2016a), reaching asymptotic performance levels roughly 5 trials after each task

change (Fig. 2.1D). We aim to explain how the brain achieves this impressive combination

of accuracy and flexibility. For simplicity we study the change detection through the lense

of discrimination, in both cases the information required for accurate behavior is the dif-

ference between two stimuli.

2.4 Encoding of local visual orientation in a V1 population

Neurons in V1 respond selectively to the local orientation of visual stimuli, and the selec-

tivities of the full population span all orientations and visual field locations. In the experi-

ment, individual grating stimuli are roughly matched to V1 RF sizes at the eccentricity at

which recordings are performed, and orientation changes are relatively small (10-45◦, see

Ruff and Cohen, 2016a), which restricts relevant stimulus information to a small subset of

V1 neurons. Nearly all visual information passes through V1 (Felleman and Van Essen,

1991b), within which neurons of similar spatial and orientation selectivity are proximally

located. The behavior of the monkey must rely on the responses of this relatively small lo-

calized subset of V1 neurons whose responses change with the stimulus orientation, while
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Figure 2.1 An orientation discrimination task with distractors. A) In each block of trials, two to
three drifting gratings flash on and off on a screen and can change their orientation. One stimulus
is selected as relevant for the task, and the monkey must report the change in its orientation with a
saccadic eye movement (Ruff and Cohen, 2016a). B) The block design of the task. C) Distribution
of behavioral performance across blocks, quantified by the % hits among hits and misses. D) Changes
in behavioral performance as a function of time within a block. Each block is split in sets of 5 con-
secutive trials and the performance measure is computed within each set; the boxes mark 25 and 75%
quantiles, points indicate different blocks and the red star indicates a significant difference between
the means of the two adjacent distributions (relative two-sided t-test, p = 0.015).

ignoring the background chatter of activity from the remainder of the population. More-

over, since the downstream decision-making area does not have access to V1 responses di-

rectly, the task relevant information must be traced as it progresses through various stages

of visual processing.
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2.4.1 Experimental methods

While monkeys discriminated the orientation of the local gratings presented to them on a

screen, spiking responses of neurons in their primary visual cortex (V1) and middle tempo-

ral area (MT) were recorded simultaneously (Fig. 2.2A). For most of the recording sessions

analyzed here the experimenters implanted a 10 by 10 microelectrode array (Blackrock Mi-

crosystems) in area V1 and a recording chamber with access to area MT, allowing simul-

taneous recordings in the two areas (see details in Ruff and Cohen, 2016a). The responses

of “units” measured on each electrode can correspond to either clusters of multiple neurons

or single neurons.

Two of the stimuli were positioned to drive the MT unit similarly and evoked responses in

the recorded V1 population. The other stimulus, if present, was positioned outside of the

MT and V1 receptive fields (RF) (see Fig. 2.2A, adapted from Ruff and Cohen, 2016a).

In this chapter we focus on the V1 recordings as V1 constitutes a bottleneck for infor-

mation transfer due to its ideal encoding properties for this task (see previous Sec. 2.4),

but we will come back to MT in Chapter 4. We analyzed 67 blocks of 20 recording ses-

sions across two monkeys where the task-relevant stimulus was positioned in the RF of

the population (relevant tasks) and 20 blocks of 20 sessions where the stimulus outside of

the RF was task-relevant (control task). Control and relevant task blocks were interleaved

within a session. V1 neural populations may overlap across sessions. In the control task

condition the two stimuli within the RF were presented either together or one by one. The

individual stimulus presentation allows us to assess responsiveness of V1 units. We only

include V1 units whose response to either one of the stimuli was at least 10% larger than

their baseline value to avoid inclusion of noise channels into the analysis, since those could

29



bias the modulator targeting analysis. On average 88 V1 units (∼ 90%) in a block showed

stimulus modulation for one of the two stimuli placed within the MT RF (min 52, max

95). We exclude V1 units with a Fano factor > 5 standard deviations above the popula-

tion average as this suggested especially many/diverse neurons in the unit. 0 − 3 units per

block population were excluded by this criteria with a mean of < 1 unit.

2.4.2 Quantification of neural informativeness

When one of two locations within the recorded V1 population’s RFs was task-relevant, we

expect a subset of the recorded V1 neurons to provide information for the animal’s deci-

sion (“relevant tasks”). In contrast, the neurons should be uninformative when the third

stimulus location is task-relevant as it lies in the opposite hemisphere (“control task”;

Fig. 2.2A).

We quantified the task-informativeness of each V1 unit as the absolute difference in mean

responses for the two orientations relative to response standard deviation, known as

|d′| =
∣∣∣∣ µ0−µ1√

0.5(σ2
0+σ2

1)

∣∣∣∣ where µ0 and σ2
0, µ1 and σ2

1 are the means and variances of a unit’s

responses to the task-relevant stimuli 0 and 1, respectively. We compute informativeness

across all stimulus presentations in behaviorally correct trials of the same block. We only

include blocks that show a minimum of 20 valid trials (77 out of 90 blocks), as simulations

suggest that about 20 trials are the minimum necessary to estimate neural informativeness

reliably. Varying this criterion does not qualitatively change the results. The first stimulus

in a trial was always removed to allow for adaptation effects (Cohen and Maunsell, 2009).

To determine whether a unit is significantly informative, we simulate a null-distribution

of |d′| values by comparing mean and variance of random subsets of stimulus 0 responses.

This allows us to compute a percentile for the true |d′| value that gives us an estimate of
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whether such a value could be the result purely of sampling noise or whether there is a

systematic difference in the neural response between the two stimuli. We then take signifi-

cantly informative units as those with a percentile >= 99.

Figure 2.2B shows the relationship between informativeness and responsiveness for three

representative examples. First, an example unit that is weakly responsive to both stimulus

orientations (for instance, because its RF does not overlap the stimulus location or be-

cause its preferred orientation was orthogonal to the stimulus) and consequently cannot

be informative about stimulus identity (Fig. 2.2B, left). Cells like this one are the ma-

jority. Second, some units respond strongly but similarly to both stimuli (for instance,

their orientation tuning curve may be centered between the stimuli; Fig. 2.2B, middle),

showing that responsiveness is necessary but not sufficient for task-relevance. Third, some

units respond strongly to only one of the two stimuli and hence have high informativeness

(Fig. 2.2B, right). This separation of responsiveness and informativeness further illustrates

the difference between a pair of neurons that is similarly tuned and a pair of neurons that

is similarly informative; informativeness does not differentiate between which stimulus a

neuron responds to more strongly and hence two neurons that are very differently tuned

can still be equally informative.

Overall, for each relevant task block, a modest proportion of the recorded V1 units are

significantly informative (monkey 1: 25.8%, monkey 2: 18.4%; non-parametric test, see

Suppl. Sec. 2.4.2 for details), whereas only 2.4% and 6% of units are significantly infor-

mative in the control task (Fig. 2.2C). Neurons that are most informative in either of the

relevant tasks have low |d′| in the control task, reflecting their task-specificity (Fig. 2.2D).

Across the two relevant tasks, unit informativeness is similar because of the close prox-

imity of the two relevant stimulus locations. Specifically, on average only 9% and 11% of
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units are informative in just one out of two relevant tasks while 14% are informative in

both (and the remaining 66% are uninformative).
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Figure 2.2 V1 neural informativeness in an orientation discrimination task. A) The recorded popula-
tion of V1 neurons has RF centers (dark gray) close to one another and within the RF of a simultane-
ously recorded MT unit (Ruff and Cohen, 2016a). Two of the three stimuli locations are within the
MT unit’s RF (“relevant” - light and dark purple) and one is in the opposite hemisphere (“control”
- black). Most V1 units have RF partially overlapping the relevant stimuli but not the control. Light
grey dots illustrate the RF centers of other “imagined” unrecorded V1 neurons. B) The distribution
of response rates over all stimulus presentations, to each of the two task stimuli for three example
neurons with different d′ values. C) The distribution of informativeness values, |d′|, over all blocks
of relevant tasks and all V1 units (shaded purple). Lines indicate the subdistribution of neurons with
significant informativeness (purple), and neurons in the control task (black). D) Relationship between
the informativeness values in relevant and control tasks for units recorded in both tasks. Informative-
ness is always computed based on the changes in activity accompanying changes in the stimulus at
the task-specific location. A and B adapted from Ruff and Cohen (2016a).
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2.4.3 Statistics of V1 population responses for informative and uninformative

units

We summarize single unit statistics across the V1 population and look for differences be-

tween task-informative neurons and task-uninformative neurons. We find that the distri-

butions of mean firing rate in a trial is shifted slightly higher for the informative neurons

(Fig. 2.3A). This is expected, since higher activity facilitates detecting systematic activity

differences with stimulus orientation. However, the difference is small, informative units

have an average rate in a trial of 42 spikes/second with a standard deviation of 22, while

uninformative units have a mean of 37 spikes/second with a standard deviation of 20. We

also find that the distributions of Fano factors for high contrast stimuli is shifted slightly

higher for informative neurons (Fig. 2.3B, informative units have a mean Fano factor of

= 1.14 +/ − 0.47, uninformative units have a mean Fano factor = 1.06 +/ − 0.62).
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Figure 2.3 Basic statistics of V1 units. A) Average firing rate during a trial, separating the units
into informative and uninformative subpopulations. B) Fano factor distributions for informative and
uninformative units.
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2.5 Implications for decoding

In this analysis we found that, within each task block, a different subset of V1 neurons

carries task-relevant information. In order to make accurate decisions, a downstream cir-

cuit has to read out selectively from the currently relevant subpopulation. Moreover, the

determination of this relevant subpopulation happens quickly: the monkey’s performance

reaches asymptotic levels after only a handful of trials (Fig. 2.1D). How can this flexible

routing of information be achieved? Task feedback alone seems insufficient to robustly

guide the selection of the informative V1 subpopulation. Moreover, as basic response

statistics such as mean or variance of activity do not differ much between informative and

uninformative neurons (see Fig. 2.3), they cannot guide this selection. Specifically, mean

responses are modulated by many stimulus dependent factors, which do not necessarily

have task-relevance, such as contrast (Reynolds and Chelazzi, 2004) and novelty (Jaegle

et al., 2019). Modeling results suggest that tuning-specific gain increases in early stages

of sensory processing may ultimately not have a strong impact on behavioral performance

(Lindsay and Miller, 2018). Moreover, there are instances where behavioral performance

benefits can be dissociated from increases in firing rates experimentally (Ni et al., 2018;

Zénon and Krauzlis, 2012), suggesting that these are not the primary mechanisms that

support task-specific processing and decoding in the brain. How the brain orchestrates

the, mostly irrelevant, information from V1 to form a decision in a particular task is a

mystery.
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2.6 Functional structure in shared variability

Additionally to stimulus-evoked response, neurons activity fluctuates in time and varies

from trial to trial, even if the same stimulus is presented. These fluctuations are often

termed “noise" and have different sources, some of which is neuron-specific, but some is

correlated across neurons (called “noise correlations”) (Averbeck et al., 2006; Cohen and

Kohn, 2011; Huang et al., 2019). Here we use neural fluctuations or variability to refer to

this stimulus-independent noise. These co-fluctuations have at times been attributed to

shared stochastic gain modulation (Archer et al., 2014; Ecker et al., 2016; Goris et al.,

2014; Lin et al., 2015; Rabinowitz et al., 2015) that introduces multiplicative temporal

variability. Some empirical evidence suggests that this shared variability can have inter-

esting task-specific structure (Bondy et al., 2018; Ni et al., 2018; Rabinowitz et al., 2015).

Here we propose that such task-specific dynamic structure in the joint statistics of neu-

ronal responses may be key to understanding flexible readout. The following sections dis-

cuss methods to extract different types of covariability from a population of neurons. I

make use of these methods to test for shared modulation in the previously discussed V1

dataset and analyze its task-specific structure.

2.7 Methods for extracting shared modulation in neural re-

sponses

Shared modulation has been studied with different statistical tools; pairwise correla-

tions give information about how specific neurons cofluctuate (Cohen and Maunsell,

2009; Goris et al., 2014; Ruff and Cohen, 2014; Rumyantsev et al., 2020), dimensionality-
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reduction highlights axis of shared variability (Huang et al., 2019; Ni et al., 2018), and

dynamical latent models specifically take into account temporal dependencies of observa-

tions (Macke et al., 2015; Yu et al., 2009). Following this is a short overview of the meth-

ods used to study modulation and their potential to increase scientific insights gained from

data.

2.7.1 Pairwise correlations

Pairwise cofluctuations between neurons appear either as a result of stimulus variations

(“signal correlations”) or given the same stimulus (“noise correlations”) (Cohen and

Maunsell, 2009). Here we focus on the second. Noise cofluctuations can be quantified for

example through the covariance, the Spearman correlation or the Pearson correlation coef-

ficients. Usually one of these measures is applied to every possible neuron pairing and the

mean is taken over all measurements. The mean of pairwise correlations has been shown

to depend on the behavioral state of the animal (Ecker et al., 2014), differ between differ-

ently tuned neurons (Ruff and Cohen, 2014), change with task demands (Bondy et al.,

2018; Cohen and Maunsell, 2009), and depend on whether neurons are from the same or

different brain areas (Ruff and Cohen, 2016a). Pairwise noise correlations have been sug-

gested to have varying functional implications for encoding depending on their structure

(Abbott and Dayan, 1999; Lakshminarasimhan et al., 2018; Moreno-Bote et al., 2014;

Zohary et al., 1994). Generally increasing the number of neurons that encode a stimu-

lus increases the encoding precision, however, there exists extensive work that shows that

specific types of correlations can impact encoding precision in the limit of a large num-

ber of neurons (Franke et al., 2016; Pitkow et al., 2015). Conclusions regarding the func-

tional role, implications and origins of neural correlations tend to vary (Ecker et al., 2014;

36



Rumyantsev et al., 2020), which is in part because of the limitations of this measure. Tak-

ing the mean of all pairwise combinations implies the assumption that all pairs’ cofluctu-

ations share one origin and/or function and that differences are purely due to noise that

can be averaged over. However, the distributions of correlation coefficients tend to be

quite broad and the differences in mean relatively small in comparison, suggesting that

there are many co-factors that influence correlations and cannot be well separated. For

instance, it is likely that neurons share multiple sources of variability that differ in their

source and function but contribute jointly to pairwise correlations.

2.7.2 Dimensionality-reduction

Dimensionality reduction methods such as Principal Component Analysis (PCA) or Fac-

tor Analysis (FA) are widely used tools to identify the main axes of variability in a neu-

ral population. They allow estimating the dimensionality of a neural population’s joint

activity and study changes in dimensionality due to extrinsic factors such as experimen-

tal stimuli (Stringer et al., 2019), or intrinsic factors like attention or learning (Huang

et al., 2019; Ni et al., 2018). Recently they have also been used to study activation flow

across different areas (Semedo et al., 2022). Importantly, they encompass the measure

of noise correlations as the entire spectrum of principal components can exactly recon-

struct the activation of each neuron. While pairwise noise correlations are difficult to vi-

sualize, dimensionality reduction methods allow plotting the principal axes of variability

that drive a population in a simple 2-3 dimensional plot that facilitates understanding and

can give insight into the computations that are being performed (assuming those compu-

tations are low dimensional) (Cunningham and Yu, 2014; Veuthey et al., 2020; White-

way et al., 2020). However, there are several suboptimal assumptions that many of these
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models make. PCA is deterministic, which means that it does not explicitly model neuron-

individual fluctuations, which vary substantially within a population. This can be prob-

lematic as the estimated shared dimension of variation can be biased towards neurons with

higher firing rate and consequently larger variance. Other methods such as FA do explic-

itly model individual variance but assume a Gaussian distribution which is typically prob-

lematic for non-negative, discrete neural data like spike counts (different if measurements

reflect Calcium dynamics or other continuous signals). Therefore they require additional

processing steps such as taking the logarithm or the square root of spiking activity to ap-

proximate a Gaussian distribution better. Further on, these measures assume i.i.d. data

which is hardly satisfied in biological observations because of the natural time constants

and dependencies of both neural mechanisms (refractory periods, bursting, etc.) and sen-

sory stimuli. Finally, interpreting multiple components of shared variability in terms of

their mechanistic source and function is non-trivial since these models merely differentiate

them by their strength.

2.7.3 Dynamical probabilistic latent models

Traditionally information about neural computations is extracted through controlled rep-

etitions of experimental trials, with the assumption that response properties are fixed

across trials. For instance, when taking the mean and variance of the total spike count in

a trial to characterize stimulus responses, we assume constant response properties within

and across trials. Or when averaging across trials to apply static dimensionality reduction

methods to within trial time points, we assume that across trial variations are irrelevant

to the task. However, given the dynamic nature of neural activity and of many decision

making tasks, important information may be missed when discarding trial-by-trial varia-
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tions. Fig. 2.4A illustrates the potential impact of a slow population drift in a recording

session on decision bounds computed by averaging across trials. Unless the slow drift is or-

thogonal to the decision axis, it will introduce a trial-specific bias. Fig. 2.4B shows varying

dynamics across trials along the decision axis, which are lost when either considering only

a particular time window, or when averaging across trials.

Probabilistic latent models attribute observed, often high-dimensional, data to a smaller

number of hidden (“latent”) sources with a probabilistic dependency between observed and

latent (see Fig. 2.5) (Roweis and Ghahramani, 1999). They can be combined with stimu-

lus response encoding models as the ones in Chapter 1, and jointly fitted to capture both

extrinsic (stimulus-dependent) and intrinsic sources of variability (Archer et al., 2014;

Macke et al., 2015). Dynamical probabilistic latent models explicitly take into account the

temporal order of the observations within and/or across trials (see Fig. 2.5), by model-

ing and learning the structure of the temporal dependencies in the low-dimensional latent

space (Roweis and Ghahramani, 1999). This allows extracting trial-specific dynamical tra-

jectories from the observations. A common challenge in latent models is the interpretation

of the latent space. The time constant of the latents’ dynamics can help separate a multi-

dimensional latent into putative separate sources of variability, which ultimately may aid

interpretation of the latent and guide the study of underlying mechanism. For example,

different types of neuromodulators may modulate activity at different spatial and temporal

scales and feedforward versus feedback signals may have different dynamic profiles (Fergu-

son and Cardin, 2020; Semedo et al., 2022). In the last years a variety of latent dynamical

models has been developed. Table 2.1 gives a summary of the modeling choices involved,

together with their motivation and interpretation, and provides examples of usage in the

literature. Overall this class of models has great potential to shed light on the dynamical

modulation of neural responses (Duncker and Sahani, 2021).
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question modeling choice interpretation examples
What does the
computation look
like?

latent noise continuous continuous trajec-
tories

SLG, LDS, GP
(Macke et al., 2015;
Yu et al., 2009)

discrete fixed number of
states

SLG, HMM
(Maboudi et al.,
2018)

latent dy-
namics

linear limited dependen-
cies

LDS (Macke et al.,
2015)

nonlinear smoothness, e.g.
periodicity

GP (Wu et al., 2017;
Yu et al., 2009; Zhao
and Park, 2017)

Markovian simple one-step
dependency

LDS, HMM

How does
each neu-
ron/population
reflect the latent?

mapping linear coupling strength SLG, LDS, HMM,
GCLDS (Archer
et al., 2014; Gao
et al., 2015; Macke
et al., 2015; Zhao and
Park, 2017)

nonlinear tuning curves GP (Wu et al., 2017)
What does the
“noise” in the
data look like?

observations Gaussian continuous, e.g.
calcium traces,
transformed spik-
ing data

SLG, LDS, HMM,
GPFA (Yu et al.,
2009)

Poisson discrete, e.g.
spike counts

PLDS, PGPFA
(Macke et al., 2015;
Zhao and Park, 2017)

Bernoulli binary, e.g. finely
binned spikes

GCLDS (Gao et al.,
2015)

What are the
stimulus response
properties?

SR in latent
space

stimulus interacts
with intrinsic
dynamics

QLDS (Archer et al.,
2014)

in rate
space

stimulus and in-
trinsic dynamics
are separate

sPLDS (Macke
et al., 2015)

Table 2.1 An overview of variants of latent dynamical models.
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2.8 Modulation of V1 responses by a shared stochastic signal

To determine the structure of co-variability in our recorded V1 populations and its mod-

ulation across tasks, we fitted a modulated stimulus response model (“modulated-SR

model") to the recorded population of V1 neurons in each block, using a Poisson latent dy-

namical system (PLDS, see Suppl. Sec.2.11.1.2 and Macke et al., 2015. This model jointly

estimates the stimulus drive to each unit and the shared, within-trial variability across the

population and across stimulus on-off periods (Fig. 2.6A, B). The stimulus response com-

ponent (“SR model") accounts for stimulus-induced transients across multiple time bins of

50ms, with time-specific parameters for each contrast condition (see Suppl. Sec.2.11.1.1 for

details) and independent Poisson noise. The shared, within-trial variability is modeled as a

dynamic low dimensional stochastic signal, which multiplicatively modulates the stimulus

responses of all simultaneously recorded units, with neuron-specific modulatory coupling

strengths. This statistical framework allows us to probe the existence, dimensionality, and

time scale of shared modulation in each block of our dataset, in a way that simpler dimen-

sionality reductions methods cannot (Suppl. 2.11.4.4).

We found that 91% of blocks are better fit by the modulated-SR model than by the SR

model alone (Fig. 2.6C), suggesting the existence of shared modulation in the V1 popu-

lation. Moreover, varying the dimensionality of the modulator reveals that 72% of blocks

are best described by a one-dimensional modulator (Fig. 2.6D; see Supplement for details).

We restricted subsequent analyses to these blocks. The extracted modulator is unrelated

to contrast variations in the stimulus (Suppl. 2.11.2.1) and fluctuates within and across

trials at a fairly rapid timescale (Fig. 2.6B), with no evidence of oscillatory structure. The

average estimated time scale of the fluctuations is 75ms (Fig. 2.6E and Suppl. 2.11.2.2) –
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faster than the average trial duration (∼ 3s) as well as the individual stimulus duration

(200ms), and in fact approaching the time resolution of the time bins used to model the

data (50ms). This fast time scale, together with the unimodal marginal statistics of the

estimated modulator (Suppl. 2.11.4.1), differentiate it from previously reported on-off dy-

namics associated with selective attention (Engel et al., 2016).

2.9 V1 modulator has functional targeting structure

The improvement in fit quality obtained by including the modulator varies across units

(Fig. 2.6C), but is most prominent in task-informative neurons (Fig. 2.7A), suggesting

that they may be more strongly affected. Within the model, the strength with which each

neuron is modulated is governed by its associated modulator coupling weight. A non-

parametric comparison revealed that informative neurons have larger coupling weights

than uninformative neurons, and thus that the modulation is targeted toward task-

informative neurons (Fig. 2.7B). Although informativeness correlates with the mean fir-

ing rate of a unit (Suppl. 2.11.3.1), a partial correlation analysis confirmed that firing rate

differences cannot explain the inferred modulation targeting, as firing-rate-corrected in-

formativeness and modulator couplings are still significantly correlated in 84% of blocks

(Spearman r, α = 0.05; Fig. 2.7C-E). The increased variability in the task-relevant neurons

(Suppl. 2.4.3) is primarily due to the modulation; Residual variability unexplained by the

modulated-SR model is generally not correlated with informativeness (Spearman r with

α = 0.05; Fig. 2.7E); only 9% of blocks have significantly positive correlations between

residual variability and informativeness (19% significantly negative). While most of this

residual variability is neuron-specific, we also find weak, structured correlations in pairs of

units which suggest additional sources of shared noise not captured by the model (Suppl.
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Fig. 2.10).

The modulator coupling is dissociable from traditional attentional effects on mean firing

rate which have been suggested to improve encoding precision of particular attended stim-

uli (coupling and strength of attentional modulation are uncorrelated, Suppl. 2.11.4.2) and

it cannot be explained by neural adaptation, as the degree of adaptation was uncorrelated

with the quality of the fit of the modulated-SR model (Suppl. 2.11.4.3). Finally, the mod-

ulator structure does not arise from the fact that the response measurements are in the

form of multi-unit spike counts (Suppl. 2.11.4.5).

2.10 Conclusion

Overall, the analysis reveals that V1 responses are modulated by a common fluctu-

ating signal, and that the strength of this modulation in each unit reflects its task-

informativeness. From an encoding perspective, this seems counter-intuitive since these

fluctuations decrease the signal-to-noise ratio and on a population-level are most detrimen-

tal if directed to informative neurons (Suppl. 3.5.1.2). The next chapter discusses previ-

ous proposals for decoding strategies, how they may be affected by such a modulator and

introduces a novel theory for how this targeted modulator may actually support flexible

decoding. Subsequently, in Chapter 4.4 we explore how the modulator targeting exhibited

here may be learned in a network.
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2.11 Supplement

2.11.1 Computational model

2.11.1.1 Stimulus-Response (SR) model

The stimulus response model is a Linear-Nonlinear Poisson (LNP) single neuron model

which is fit to the data by maximizing the log-likelihood of neural activity under the

model. We analyze activity binned within 50ms time windows. The model is fitted ex-

clusively to the stimuli within the RF of the population. Due to the asymmetry in the

data available before and after stimulus orientation change we only model responses to

the repeated stimulus orientation (stimulus 0) at varying contrasts. The target (stimulus

1) response is only used to compute informativeness and for the decoding analysis. The

stimulus is characterized by contrast (V1). Orientation is not one of the stimulus dimen-

sions as it does not change during the repeated stimulus presentation (before the target

appears). We find that the V1 units do not respond differentially to stimuli of different di-

rection (compare also to Ruff and Cohen, 2016a). Stimuli are parametrized by a one-hot

encoding vector at every point in with 4 time-windows for each 200ms stimulus presenta-

tion, resulting in 8 stimulus dimensions for the contrast-specific V1 model. We add one

after-stimulus dimension to capture potential delayed effects of the stimulus presentation,

and an offset for base firing. The stimulus affects a unit’s activity through linear coeffi-

cients bn, followed by an exponential nonlinearity that gives a rate of a Poisson process

generating spike counts kn:
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kn,t ∼ Poisson (exp (bnst)) (2.1)

We can optimize for bn by maximizing the log-likelihood of the data:

L(bn) =
∑

t

−(bnst)T kn,t + exp
(
1T bnst

)
+ αbn

T bn (2.2)

The model was fitted to the trials of each block separately. The modulator statistics and

targeting structure are therefore assumed to be constant across a block (data-limitations

do not allows us to fit model statistics on a trial by trial basis). Out of 67 blocks 6 were

excluded from subsequent analyses due to bad population-average fits, meaning that in

those populations only very few neurons responded to contrast changes in stimuli.

Model Validation/Comparison: The models are cross-validated, using 90% of tri-

als to train and 10% to test. Three criteria where used to validate the SR model; log-

likelihood of test data under the model, variance explained by the model and the pseudo-

R2 (Benjamin et al., 2017) which gives “the fraction of the maximum potential log-

likelihood gain (relative to the null model) achieved by the tested model” log L(ŷ)−log L(ȳ)
log L(y)−log L(ȳ) ,

where ŷ is the estimation of the hypothesized model and ȳ is the null model (constant-rate

model that only fits the mean firing rate of each neuron).

2.11.1.2 Modulated SR model

Building up on the SR model, we look for population-wide low-dimensional modulator

terms m that vary stimulus response both within and across trials. We use the frame-
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work of Poisson Linear Dynamical Systems (PLDS, (Macke et al., 2015; Rabinowitz et al.,

2015)) as our modulated-SR model, which allows us to make use of the temporal depen-

dencies within a trial while treating different trials as independent. While the SR model is

fit independently for each neuron, the modulator terms of the PLDS are shared across the

population and influence each unit’s activity through a linear mapping function C (equiva-

lent in meaning to the coupling c in the theory). This joint model has the form:

kt ∼ Poisson(exp(Cmt + Bst)) (2.3)

mt+1 = Amt + ϵ

ϵ ∼ N (0, Q)

m0 ∼ N (0, Q0)

(2.4)

where the modulator at time t, mt, is D-dimensional and the mapping C is N by D, with

latent dimensionality D ≪ N . t denotes time points within a trial across both stimu-

lus presentation and inter-stimulus windows. Parameter A implicitly defines the mod-

ulator’s time constant (see Suppl. 2.11.2.2 for conversion to seconds) and Q, Q0 are the

noise covariances for the modulator. The full model is fitted using the EM algorithm with

a Laplace approximation (Macke et al., 2015). All model fitting is cross-validated (see

below). We test for up to 4 modulatory dimensions; we cannot exclude the possibility of

higher dimensionality due to restrictions imposed by noise and sample size. We found that

the fitted parameters were very similar across different data cross-folds.

Model Validation/Comparison: The same criteria are used to evaluate the

modulated-SR model as described above for the SR model with one adjustment. Com-
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puting the likelihood of the test data requires an estimation of the modulator trajectories

from the population activity at each trial. For this we use a leave-one-out approach (Yu

et al., 2009) where first the model parameters are fitted for all neurons on training trials

and then the modulator trajectory is predicted for the testing trials using all but one unit.

This allows a double cross-validation, in time and neural space. This estimated modula-

tor trajectory can then be used to compute the log-likelihood of the left-out unit’s activity

under the model. To accord for the uncertainty in the estimation of the modulator tra-

jectory we sample from the estimated distribution of modulator trajectories, computing

the respective log-likelihoods for the left-out units and then take the mean of these log-

likelihoods as an approximate measure of true fit quality.

2.11.2 V1 modulation

2.11.2.1 Modulator statistics

We tested whether the extracted V1 modulator could be exclusively caused by stimulus

variations that are not sufficiently captured by our linear stimulus-response model. For

this we look for variations in the statistics of the modulator with different stimuli. We

computed the mean value of the modulator over all stimulus presentations in a block for

low and high contrast stimuli and find that the distribution of modulator values is similar

for different contrast conditions (Fig. 2.8A). We then compute modulator mean and vari-

ance respectively and separately for each of the four time windows of 50ms for which the

stimulus was present. The mean of the modulator does not fluctuate much within stimu-

lus presentations (Fig. 2.8B, top). Moreover, the differences between high and low contrast

are small. The same applies to the estimated modulator variance which is similar within
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different time bins of the stimulus presentations and across the two contrast conditions

(Fig. 2.8B, bottom). Overall, this suggests that the modulator is unlikely to be merely ac-

counting for residual stimulus responses that were not captured by the SR model, but is

instead consistent with a stationary fluctuating modulatory source that is independent of

the stimulus.

2.11.2.2 Estimating the time constant of the modulator

Given the maximum likelihood estimated parameters of the PLDS model, the latent dy-

namics of the modulator are given as mt = Amt−1 + ϵt. Taking the noise variance to zero

gives: mt = m0A
t, so that τ = − 1

log(A) .

2.11.3 Modulator targeting

In Fig. 2.7B we compute the rank of each unit’s modulator coupling in its own block-

specific population and compare the distribution of significantly informative to uninfor-

mative units.

2.11.3.1 Partial correlation analysis for mean rate, coupling and informativeness

In Fig. 2.7C-E we used partial correlation to account for effects of mean firing rate on the

relationship between coupling and informativeness. A linear regression lets us average out

the linear effects of mean firing on informativeness (Fig. 2.9A) which explains most of the

relationship between the variables (Fig. 2.9B), and gives us the unexplained, residual in-

formativeness. We then compute the Spearman correlation coefficient between residual in-
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formativeness (not explained by mean firing rate differences) and modulator coupling. We

find that the relationship between informativeness and coupling is preserved (Fig. 2.9C-D).

For the correlation analysis we exclude blocks with less than 15 informative neurons since

a linear correlation is not sensible in this case. Varying this criterion does not change the

results qualitatively.

2.11.3.2 Excess correlations

The modulated SR model captures part of the shared variability between neurons. To test

for additional structure, we look at the pairwise correlations expected from the modulated

SR model versus those in the data. We find that the pairwise correlations are slightly

larger in the real data than what would be expected due to differences in the response

statistics (when simulated from the modulated SR model). More specifically, we find that

those excess correlations are, on average, slightly larger between pairs of informative units

than pairs of uninformative or informative-uninformative units. This suggests that there

is additional structure, not captured by the modulator, which may be related to other

sources of noise correlations (Kanitscheider et al., 2015b; Moreno-Bote et al., 2014).

2.11.4 Controls and comparisons

2.11.4.1 Comparison to On/Off states

The modulator extracted from our data has the form of normally distributed noise (see

Fig. 2.8 and Fig. 2.11A-B). Other types of modulation have previously been described

in the literature (Engel et al., 2016), with different statistics. Specifically On/Off states
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modulate population activity in a binary manner, in the context of attention. We verify

that our analysis is able to differentiate between these two different forms of modulation.

Since the PLDS framework used for the modulated SR model assumes a Gaussian prior

noise distribution (see details in Sec. 2.11.1.2), it is conceivable that the unimodality of the

extracted modulator may be a consequence of this prior. In order to understand whether

the influence of the prior could be strong enough to conceal true binary modulation, we fit

the PLDS model to simulated data that has a binary ground truth modulator. We match

the simulation statistics to our recordings, by using parameters estimated in an example

session, but change the modulator statistics to reflect two discrete states. We simulate

data from the resulting model and then repeat the same fitting procedure as that used on

the real data. We find that the estimated modulation is strongly bimodal and reflects the

binary modulator well, despite the model’s prior (see Fig. 2.11C-D). We further find that

the spiking patterns are qualitatively different in the simulations with the binary modu-

lator, than in the real data, as they visually reflect the two different spiking regimes (see

Fig. 2.11A-B).

2.11.4.2 Response modulation due to attention

It has previously been reported that neurons with receptive fields overlapping an attended

stimulus increase their activity (Maunsell and Cook, 2002; Ruff and Cohen, 2014; Treue

and Martínez Trujillo, 1999). However, here we do not find evidence that the increase in

activity due to attention or task condition is specific to the task-informative units. Specif-

ically, the correlation between attentional modulation and task-informativeness is close

to 0 in the populations we were able to compare (sufficient trials and sufficient number

of informative neurons, see main text for exclusion criteria) (Fig. 2.12A). The attentional
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modulation in a single neuron is measured as the difference between response to high con-

trast stimuli in the relevant task condition (attend-in) minus in the control task condition

(attend-out) divided by the sum of the two (Ruff and Cohen, 2016a). Similarly there is

no significant correlation in the modulator coupling strength and the attention index in

any of the blocks we were able to compare (3 pairs of blocks in the same session with good

modulator fit; Fig. 2.12B).

2.11.4.3 Adaptation

Within a trial, stimuli are flashed on (for 200ms) and off (for 200-400ms) at low or high

contrast several times before the target appears. We exclude the first stimulus presenta-

tion from our analysis, to avoid effects of initial transients or adaption (Cohen and Maun-

sell, 2009). Nonetheless, we wanted to test whether adaptation could interfere with our

estimates of the informativeness of a unit or the modulated SR model fits. For this we de-

fine a summary statistic for adaptation in single units as follows: we group the last repeat

stimulus responses from all trials by the number of repeats that preceded them. We com-

pute the average of each group and the sign of the differences between them. We average

over the signs to obtain a value between -1 (decreasing in response with increasing num-

ber of repeats) and 1 (increase in response with increasing number of repeats). Fig. 2.13A

shows the distribution of adaptation indices over all blocks and units, compared to that

of the subset of blocks well fitted by the modulated SR model. This distribution is broad

overall, with no significant differences between populations that are well fitted by a model

including modulation versus units that are badly fit by the model. Similarly, we see no

systematic relationship between the adaptation index and the informativeness of a unit

(Fig. 2.13B). Overall, these results suggest that classic adaptation cannot trivially explain
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the effects of modulation or its targeting towards informative neurons.

2.11.4.4 PCA is insufficient to robustly find targeted modulation

We ask whether a simpler analysis based on dimensionality reduction (principal com-

ponent analysis, PCA) of the fitted SR model residuals would suffice for robust mod-

ulator estimation in the V1 data. We find that neither the eigenspectrum of the data

(Fig. 2.14A, C), nor that of the residuals (Fig. 2.14B, D) reveal low-dimensional struc-

ture. Nonetheless, the first principal component roughly aligns with the projection from

latent space, C estimated by the modulated SR model (Fig. 2.14E) providing a noisy ver-

sion of the estimated modulator coupling (Fig. 2.14F). We further find that PCA results

are highly dependent on the stimulus condition. Depending on whether PCA residuals

are computed on only high contrast stimulus residuals or on any contrast stimulus resid-

uals, the resulting PC axis can vary substantially (Fig. 2.15A, residuals computed from

the SR model). Interestingly we also see that the variance explained by the first PC axis

is smaller in the control task vs the relevant task if any stimuli are included, but larger

if only high contrast stimuli are included (Fig. 2.15B-C). This suggests that standard di-

mensionality reduction of residuals might not be sensitive enough to detect low dimen-

sional modulator structure. Taking the square-root of the activity before applying PCA

(a common preprocessing step for homogenizing the data variability (Yu et al., 2009)),

does not change the results qualitatively. Instead explicit latent dynamical models jointly

fitted with a SR model are required to detect the modulator. This suggests that such low-

dimensional targeted modulation may be more ubiquitous than one would expect from

previously reported analyses.
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2.11.4.5 Multiunits

Many of the responses in the analyzed dataset are likely a composite of multiple neurons,

and we wanted to examine the effects this could have on our results. We use mathemati-

cal analyses and numerical simulations, both based on a simple encoding model (2.16A),

to ask how estimates of informativeness and targeted modulation are affected by pooling

together the activity of several (potentially similarly tuned) neurons.

Estimating informativeness from multiunits. We model multiunit activity as the

sum of activities of pairs of neurons, i,j, each described as a Poisson processes with spike

count distribution ∼ Poisson
(
λi,j|s exp(ci,jmt)

)
, as in the main text theory (Eq. 2.1). The

informativeness of the multiunit may be written as:

d′ =

(
µi|s1 + µj|s1

)
−
(
µi|s2 + µj|s2

)
√

1
2

((
σ2

i|s1
+ σ2

j|s1
+ 2Covi,j|s1

)
+
(
σ2

i|s2
+ σ2

j|s2
+ 2Covi,j|s2

)) , (2.5)

where we have used the standard relationship for the variance of a sum of correlated

variables.

Given the doubly stochastic nature of the single neuron responses (formally, a log-

Gaussian Cox process, see Snyder and Miller 2012), the average firing rate of neuron i in

response to a stimulus s is:

µi|s = E
[
λi|s exp(cimt)

]
= λi|s exp

(
c2

i σ
2
m

2

)
, (2.6)

where σ2
m is the variance of the modulator. The corresponding variance is
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σ2
i|s = E

[
λi|s exp(cimt) + λ2

i|s exp(2cimt)
]

− µ2
i|s

= λi|s exp
(

c2
i σ

2
m

2

)
+ λ2

i|2 exp
(
2c2

nσ2
m

)
− λ2

i|s exp
(
c2

i σ
2
m

)
.

(2.7)

Finally, the covariance of responses for neurons i and j given a stimulus s is

Covi,j|s = E
[
λi|sλj|s exp ((ci + cj)mt)

]
− µi|sµj|s

= λiλj exp
(

(c2
i + c2

j)σ2

2

)(
exp

(
cicjσ

2
)

− 1
)

.
(2.8)

In the limit when the modulator variance is very small (σ2
m → 0), we have µi|s → λi|s,

σ2
i|s → λi|s and Covi,j|s → 0, so the informativeness becomes:

d′ = λi|s1 + λj|s1 − λi|s2 − λj|s2√
1
2

(
λi|s1 + λj|s1 + λi|s2 + λj|s2

) . (2.9)

We will now show that, in this limit, and assuming the neurons in the multiunit have the

same stimulus preference, the absolute value of the multiunit informativeness is bounded

from above by the sum of that of the two component neurons, i.e.

|λi|s1 + λj|s1 − λi|s2 − λj|s2 |√
1
2

(
λi|s1 + λj|s1 + λi|s2 + λj|s2

) ≤
|λi|s1 − λi|s2|√
1
2

(
λi|s1 + λi|s2

) + |λj|s1 − λj|s2|√
1
2

(
λj|s1 + λj|s2

) (2.10)

To simplify notation in the proof, we first introduce variables for the sum and difference

responses, γi/j = λi/j|s1 + λi/j|s2 and βi/j = λi/j|s1 − λi/j|s2 , so that the inequality above
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becomes:

|βi + βj|√
γi + γj

≤ |βi|√
γi

+ |βj|√
γj

.

Multiplying by all denominators yields

|βi + βj|
√

γiγj ≤ |βi|
√

γj(γi + γj) + |βj|
√

γi(γi + γj).

Under the assumption that the two neurons in the multiunit have the same stimulus pref-

erence, |βi + βj| = |βi| + |βj|, and one can rearrange the terms as

|βi|
(√

γiγj + γ2
j − √

γiγj

)
+ |βj|

(√
γiγj + γ2

i − √
γiγj

)
≥ 0.

Hence, we conclude that in the limit when the modulation is weak and neurons share the

same stimulus preference (and thus same sign for optimal decoding weights) the informa-

tiveness of a multiunit is upper bounded by that of its component units.

Using a similar derivation, one can also show that the informativeness of a multiunit is

lower bounded by the average of the informativeness of the two neurons that compose it:

|λi|s1 + λj|s1 − λi|s2 − λj|s2|√
1
2

(
λi|s1 + λj|s1 + λi|s2 + λj|s2

) ≥ 1
2

 |λi|s1 − λi|s2|√
1
2

(
λi|s1 + λi|s2

) + |λj|s1 − λj|s2|√
1
2

(
λj|s1 + λj|s2

)
 (2.11)

While these constraints are derived under extreme assumptions, we can show numerically

that the same intuition holds in the more relevant scenario when the modulation is not
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negligible (Fig. 2.16). For moderate modulation strength, σm = 1 and w = [0, 1], and ran-

dom targeting (w coupling assigned uniformly randomly to neurons with different tuning

properties), the summed informativeness, |d′
i + d′

j|, upper bounds the multiunit informa-

tiveness for both pairs of neurons with aligned stimulus preference and pairs of neurons

with dissimilar tuning (Fig. 2.16B). Note that tuning similarity, as measured by the inner

product of the individual units’ tuning functions, does not strongly affect multiunit infor-

mativeness (Fig. 2.16C).

Finally, we find the process of pooling neural responses alone cannot induce positive cor-

relations between modulation and informativeness. The effect of modulation on a mul-

tiunit, as estimated via the modulator-guided decoder, takes the form E [(ki + kj)m] =

σ2
m

(
λici exp

{
σ2

mc2
i

2

}
+ λjcj exp

{
σ2

mc2
j

2

})
. This estimated modulator coupling does not show

targeting towards informative multiunits if the single unit coupling is unrelated to the sin-

gle unit informativeness. When the modulator is targeted, some of this structure is pre-

served on the multiunit level (Fig. 2.16D). This is why using our modulator-guided de-

coder on the V1 data still performs well. Overall, these results suggest that analyzing mul-

tiunits underestimates the true informativeness of the underlying neurons. In itself it does

not induce dependencies between informativeness and modulation, as used by the decoder

proposed in the theory.

Impact of multiunits on the estimation of modulator targeting. Last, we wanted

to understand how the presence of multiunits impacted the fitting and interpretation of

our model. The following analysis was performed for simulations of either single or mul-

tiunits and the results regarding targeting structure were equivalent. Only the multiunit

scenario is reported as its results include the single unit case.
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To investigate the impact of multiunits on the model fitting procedure, we use the same

modulated SR model that pools pairs of neurons, with various degrees of informativeness.

We simulate a population of multi-units with data-matched statistics (in terms of number

of units and firing rate distribution) including pairs of neurons that are either coupled to

the global modulator or not (Fig. 2.16A). We consider two targeting scenarios: 1) preferen-

tial targeting towards task informative neurons, as hypothesized in the theory (Fig. 2.17A-

D) and 2) random targeting, with coupling strengths that are independent of neuron infor-

mativeness (Fig. 2.17E-H). We apply the data analysis pipeline used on the experimental

data to the resulting artificial datasets to fit a modulator and assess the properties of the

corresponding PLDS estimated coupling strengths.

In the first scenario, we have a diversity of degrees of informativeness for the single units

(Fig. 2.17A) and strong correlations between single unit modulation coupling and infor-

mativeness (Fig. 2.17B). The corresponding estimated multiunit informativeness remains

upper bounded by the sum of the informativeness of the component neurons, as before.

The correlation between modulator coupling and informativeness is weaker than for single

units, but follows the same trend (Fig. 2.17D). This suggests that if targeting is presented

in the single neurons, then analysis of multiunit measurements is likely to underestimate

the degree of targeting.

The picture is quite different when no targeting is enforced (specifically, modulator cou-

plings are random and independent). Since higher modulator coupling introduces noise

and decreases a neuron’s informativeness, random targeting leads to an anti-correlation

between informativeness and coupling strength (Fig. 2.17F). The sum of single unit d′ val-

ues remains an upper bound for multiunit informativeness, with less variability than in the

targeted scenario (Fig. 2.17G). Importantly, there are no spurious positive correlations be-
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tween the estimated multiunit coupling and informativeness when structured targeting is

not present in the single units (Fig. 2.17H). Hence, the presence of multiunits alone cannot

explain the modulator targeting we find in the data.

In the V1 data, different multiunits are likely to have different numbers of neurons driving

their responses. This variability will further bias estimates of modulator strength towards

larger multiunits. The opposite effect occurs with informativeness: larger multiunits will

in general have more diverse responses, reducing their estimated informativeness. Thus,

variability in multiunit size induces negative correlations between modulation strength and

informativeness. In summary, it is likely that our empirical estimates based on the data

underestimate the degree of targeting V1 neurons.
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Figure 2.4 Effects of across and within trial averaging. A) Slow drift across trials (top) influences
the population activity and can bias a read out decision axis if drift and readout are not orthogonal.
Bottom plots show two example trials x and y where the population activity is projected on a task-
specific decision axis and propagates to one of two decision bounds. B) Differences in within-trial
trajectories of neural population activity projected on a decision axis. Taking a snapshot of the evolv-
ing activity at a particular time bin (shaded region and dot) in the trial and inferring the subject’s
decision in a binary discrimination task based on a threshold (dotted line), may obscure important
dynamics that differ throughout the trial (indicated by colored lines, where color indicates final de-
cision). On the other hand, considering many time bins within a trial (bottom left) but averaging
across trial-specific trajectories (bottom right) leads to a flat mean estimate which falsely suggests the
absence of decision making dynamics.
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Figure 2.5 An illustration of the main components of latent dynamical models. A low-dimensional
latent variable xt varies in time t with a certain probability distribution P (xt) and temporal depen-
dencies xt|x1:(t−1) that express the latent dynamics (green arrows). A mapping function defines how
the latent influences the higher dimensional observed variable yt (grey arrows). The stimulus may in-
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Figure 2.6 Estimating the modulator in the recorded V1 population. A) An illustration of the modu-
lated stimulus response model: Each neuron’s tuning function specifies its base response to a stimu-
lus; this rate is modulated by a time-varying shared source of multiplicative noise (green), with spiking
modeled by a Poisson process. B) An example unit’s activity over concatenated test trials of a block
and the corresponding prediction of the SR model and the modulated-SR model. Bottom row shows
the estimated trajectory of the modulator. C) The distribution of pseudo-R2 values over all neurons
in blocks that were best fitted by a 1-dimensional modulated-SR model. D) Summary for the dimen-
sionality of best fitted models across relevant tasks (see Methods for Details). E) The distribution
of estimated time constants over all blocks that were best fitted by a 1-dimensional modulated-SR
model.
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Figure 2.7 The targeting structure of the modulator reflects the current task. A) Distribution of
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of blocks have significant positive correlations between informativeness and model fit, Spearman r,
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same example as H. E) Partial correlation analysis assessing the dependence between informativeness
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modulator coupling for every block. Here we plot the distribution over all blocks. F) We compute the
correlation between the trial-concatenated modulator found by the PLDS and by PCA on the residu-
als. We plot the distribution of correlation coefficients over all blocks.
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Figure 2.15 Dependency of PCA analysis on stimulus contrast. A) First PC computed on all stimulus
presentations in the control task, over first PC computed on high contrast stimulus presentations.
Each point represents a unit’s loading on the PC axis. The graph pools over all control task blocks.
If a population’s first PC had a negative mean (mean of first eigenvector < 0) the entire vector is
rotated by −1 to increase visual comparability. B) Normalized variance explained for first 4 PC axis
extracted from residuals of any stimulus presentations using the SR model fitted, for either the rele-
vant or the control tasks. Lines show averages over all blocks and shaded region shows the sd. C) As
B but for high contrast stimulus presentations.
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over the activity of two model Poisson neurons with modulated rates. B) Informativeness of multiunit
|d′
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j |. C) Multiunit d′ as a
function of the cosine similarity between the tuning of the individual neurons. D) Multiunit infor-
mativeness as a function of estimated multiunit modulator-guided decoding weights for a simulated
targeted and untargeted population.
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Figure 2.17 Effect of multiunits on model fitting. A) The informativeness of individual units com-
prising the set of simulated multiunits; colors mark type of modulation for each pair, as in Fig. 2.16.
B) Corresponding modulator couplings are correlated with single unit informativeness (the ‘targeted
modulation’ scenario). C) Multiunit informativeness versus sum of single neurons |d′|. D) Modulator
coupling estimated using the PLDS model and its correlation to multiunit informativeness. E-H) as
above, but for the ‘untargeted’ scenario.
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Chapter 3

A functional role for shared targeted
modulation in decoding

3.1 Introduction

The computational challenges faced by downstream circuits involved in decoding have

been explored in seminal work by Shadlen and colleagues (Shadlen et al., 1996), who enu-

merated three potential factors that could reduce an animal’s behavioral performance com-

pared to predictions of an ideal observer optimal decoder operating on a hypothetical pop-

ulation of independent neurons: “suboptimally stimulated neurons” (in which the decoder

includes irrelevant neurons in computing its decision), “correlated noise” (which worsens

performance since it cannot be averaged out by the decoder), and “pooling noise” (addi-

tional noise in downstream circuits, whose contribution , however, was later shown to be

small (Osborne et al., 2005)).

Here we propose a theory that uses stochastic gain modulation, a source for correlated

noise (see Chapter 2), to alleviate the problem of suboptimally stimulated neurons. Specif-
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ically, the modulator described in Chapter 2 fluctuates rapidly and is targeted to task-

informative neurons. The modulator itself is not related to the task but its targeting struc-

ture provides information about which neurons are informative and its fast time constant

allows any information in the modulator to be quickly accessible, potentially on the time

scale of single trials. We propose that the modulatory fluctuations serve as a “label” for

the task-relevant neurons, so that downstream circuits can easily identify and use these

signals. We posit that the decoder makes use of the modulator itself (or the modulator-

induced covariability) when assigning appropriate decoding weights to each neuron. We

construct such a modulator-guided decoder, and show through simulations that moderate

levels of task-specific stochastic modulation of an encoding population can lead to a sub-

stantial overall benefit in decoding accuracy, while keeping the assumed knowledge about

the encoding population at a biologically plausible level. Thus, structured noise may be an

essential feature of brain computation.

3.2 Targeted modulation can facilitate decoding

To study and test our hypothesis, we simulate encoding in a population of stimulus-

selective, noise-modulated Poisson neurons and compare statistically optimal ideal observer

decoders, that have full knowledge of the stimulus-selectivity and modulatory structure

of the encoding population, with biologically plausible decoders, that must operate with

limited knowledge of the encoding population. For this, we use a variant of the doubly

stochastic modulated-SR model introduced in Chapter 2 with static stimulus-dependent

firing rates, and a one-dimensional, shared, temporally-independent stochastic modulator

mt (see Suppl. 3.5.1.1):
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kn,t(s) ∼ Poisson (λn(s) exp(cnmt)) , (3.1)

where kn,t(s) is the spike count of neuron n at time t in response to stimulus s; the mod-

ulator mt is drawn independently from a Gaussian distribution with zero mean and vari-

ance σ2
m (reflecting the fast fluctuations in the data), and influences neuron n with cou-

pling weight cn, which is set to be proportional to the neuron’s task-informativeness.

Overall modulation strength in the population is determined by the modulator variance

(Var(mtcn) = σ2
mc2

n - see also Churchland et al., 2011). Since the degree of modulation

affects not only variability but also mean responses, we explicitly correct for the mean in-

crease, given by σ2
mc2

n

2 , to isolate the effects of modulator-induced co-variability.

For a binary discrimination task, s ∈ {0, 1}, the ideal observer’s optimal decoder for

the modeled population compares a weighted sum of the neural responses with a decision

threshold, z(mt), that depends on the time-varying modulator:

∑
n

a(opt)
n kn,t(s) > z(mt) with,

a(opt)
n = log(λn(1)) − log(λn(0)) and,

z(mt) = −
∑

n

exp(mtcn)(λn(1) − λn(0)),

(3.2)

where a(opt)
n denotes the optimal decoding weightsI. These are independent of the modula-

tor and equivalent to those derived from an independent Poisson model (for derivation see

Suppl. Sec. 3.5.1.3). The optimal decoder relies on perfect knowledge of the modulator mt,

I For brevity, ‘decoder’ refers to both the stimulus readout, and its corresponding optimal discrimi-
nator.
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the stimulus selectivity of the neurons, λn(s), and the coupling weights cn. We can relax

these requirements, by assuming that the modulator is unknown, and only the modulator-

marginalized stimulus selectivity of the cells is available (i.e., the stimulus response aver-

aged over possible modulators - see Suppl. Sec. 3.5.1.3). This would be, for instance, the

view of an experimentalist recording stimulus responses without access to ongoing mod-

ulation. We refer to this solution as the modulator-marginalized optimal (mm-optimal)

decoder. Due to the particularities of the Poisson noise model, this second decoder also

computes a weighted sum over responses:

a(mm)
n = log(λ ∗

n(1)) − log(λ ∗
n(0)). (3.3)

But it compares this weighted sum to a fixed threshold, that does not depend on the time-

varying modulator:

z(mm) = −
∑

n

[λ ∗
n(1) − λ ∗

n(0)] , (3.4)

where λ ∗
n(s) is the mean response of the nth neuron averaged (marginalized) over possi-

ble modulator values. For the encoding model in Eq. (3.1), λ ∗
n(s) = λn(s), which means

that the mm-optimal decoding weights are the same as those used in the optimal decoder

(i.e., a(mm)
n = a(opt)

n ). Hence, in the case of a binary discrimination task, the mm-optimal

decoder is able to achieve an unbiased estimate of the decoding weights from the stimu-

lus responses, without knowing the modulator. However, it does lead to systematic time-

dependent biases in the decoder threshold and therefore to biased decisions.

The decoding weights are non-zero only for the small subpopulation of informative neurons

(Fig. 3.1A, purple), with their signs indicating preference between the two stimulus alter-

natives. Zero weights eliminate the activity of active but uninformative (Fig. 3.1A, black)

75



or inactive (Fig. 3.1A, grey) neurons.

These decoders provide upper bounds on decoding performance given the encoding model

if modulation is either fully known or marginalized. They motivate the use of a linear-

threshold functional form for the readout, but use weights that rely on full knowledge of

each neuron’s mean responses to the stimuli of the current task. Given that the modu-

lator is one-dimensional, it is much easier to estimate or to relay a copy of it than the

high-dimensional neural response properties. We only consider the optimal, not the mm-

optimal, decoder in the following comparisons, since the knowledge required is very similar

(see Table 3.1). The challenge for a downstream circuit is to find a way to approximate

the optimal weights, when provided only with incoming spikes, the task feedback, and

potentially the one-dimensional modulator, but without explicit knowledge of the stimu-

lus encoding model. How can the brain achieve this? The conventional means of learning

decoding weights is regression. Although this is feasible for a small set of mostly infor-

mative neurons, the number of training examples needed for accurate weight estimation

grows significantly with population size (see Table 3.1 and problem formulation in Chap-

ter 1) (Hair et al., 2014; Kanitscheider et al., 2015b). The behavioral flexibility exhibited

by the monkeys precludes such a solution. Instead, we seek a heuristic alternative that

learns faster.

3.2.1 Heuristic decoders

Consider first a decoder motivated by early work on neural binary discrimination

(Shadlen et al., 1996), where the idea is to split all neurons into two sub-populations

(“preferred” and “anti-preferred”) and then compare their average responses. This solution

only assigns decoding signs (aSO
n ∈ {−1, 1}), which indicate relative stimulus preference,
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but ignores the relative importance of different neurons by weighting all their responses

equally. We refer to this approach as the sign-only (SO) decoder (see Suppl. 3.5.1.5 for

details). It can be learned relatively quickly (Suppl. 3.5.1.6), and if all neurons in a popu-

lation were informative, learning the signs would provide an accurate readout of task infor-

mation. However, its performance falls rapidly as the fraction of informative neurons de-

creases (Suppl. 3.5.1.7) and for realistically small fractions of informative neurons (Britten

et al., 1996; Cohen and Maunsell, 2009), the SO decoder cannot match the levels of perfor-

mance seen in the monkeys (Suppl. 3.5.1.7). The explanation for this becomes obvious in

an illustration of an encoding population with diverse tuning properties; Fig. 3.1A shows

average responses of simulated neurons with diverse stimulus tuning features to two task-

specific stimuli. Only a small fraction of neurons are responsive, while the large majority

of neurons respond weakly (“inactive”). Even though the individual noise of each inac-

tive neuron is small by definition (Fig. 3.1A, grey points), together their task-irrelevant re-

sponses eventually dominate the relevant stimulus signal (see Fig. 3.1B), and since all neu-

rons must be included in one of the two sub-populations, the noise from the inactive and

uninformative neurons corrupts the decision signal. In order to discount the inactive neu-

rons, they should be assigned decoding weights with smaller amplitudes. However, these

weights cannot be assumed to be known, but must be learned/adapted based on informa-

tion readily available to upstream circuits.

Since informative neurons necessarily have to show activity during a task, one simple

heuristic rule is to set decoding weights proportional to the mean spike count of their asso-

ciated neurons:

|a(RG)
n | ∝ 1

T

∑
t

knt(s). (3.5)

For this decoder, the sign of the weights must again be learned (as for the SO decoder).
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The time-invariant threshold is set optimally. This rate-guided (RG) decoder improves de-

coding accuracy over the SO decoder by excluding the inactive neurons that do not re-

spond to the stimuli (Fig. 3.1A, grey points). Fig. 3.1B shows that while the SO decoder’s

performance drops to chance level with increasing numbers of inactive neurons, the RG

decoder is much less affected. However, the RG decoder is still far from optimal. In partic-

ular, it cannot exclude neurons that are active, but respond similarly to both stimuli (and

are thus uninformative - Fig. 3.1A, black points).

The modulator could deliver this missing differentiation through its task-specific targeting

structure. Here we propose a simple local rule for estimating the amplitude of the decod-

ing weights as a function of the relative strength in modulation of each neuron, which in

turn reflects its relative informativeness. We define a modulator-guided (MG) decoder that

uses temporal correlations with each neuron’s activity to estimate its decoding weight am-

plitude as:

|a(MG)
n | ∝ 1

T

∑
t

mtkn,t(s). (3.6)

Our heuristic learning rule results in estimates of the form (see Suppl. 3.5.1.4):

E
[
|a(MG)

n |
]

= λnσ2
mcn, (3.7)

which scale with the average response of neuron n across stimuli, λn, and the modula-

tor variance, σ2
m. For this to be an unbiased estimate of the optimal decoding weights,

we need the modulation strength to scale as cn = λ
−1
n |a(MC)

n |. This additional assump-

tion for the encoding model will not affect the optimal decoding weights, but will change
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Decoder SR knowledge Modulation knowledge Degrees of freedom
optimal λn(s) (optimal) mt, cn 2N+N+T
mm-optimal λ ∗

n(s) (mm) σm, cn 2N+N+1
MG none mt T
RG none none 0
SO none none 0

Table 3.1 Knowledge assumed by each of the five decoders (ideal observer optimal decoder with
modulator knowledge: optimal; modulator marginalized: mm-optimal; modulator-guided: MG; rate
guided: RG; sign only: SO - see text for details). Last column gives the dimensionality of variables
that are assumed known or need to be estimated from neural responses, with N the number of neu-
rons in the population, and T the number of time points that is used for training. SR stands for
stimulus response.

the expression for the optimal threshold (see Eq.3.2). We use this bias-corrected encoder

here. Empirically, we have found that the positive effects of modulation on decoding re-

main, even in the absence of de-biasing. For simplicity we assume that the MG threshold

has the optimal functional form, as defined by the optimal decoder (Eq.3.2, for details see

Suppl. Sec. 3.5.1.4).

The MG decoder does not rely on knowledge of the response properties of the encoding

population, but it assumes access to the modulator (e.g., it is a broadcast signal). This

has important implications for learning the decoder; The MG weight estimates converge

rapidly, on the time scale of the modulator fluctuations which have been shown to be

much faster than a trial (Sec. 2.7). Once the informative neurons have been identified,

their decoding sign is determined based on explicit trial feedback, which only requires a

handful of trials for small populations (Suppl. 3.5.1.6). For simplicity, the amplitude and

sign were estimated separately here. Nonetheless, they can also be learned jointly using a

form of local online learning based on eligibility traces (Suppl. 3.5.1.10) (Gerstner et al.,

2018; Izhikevich, 2007).
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3.2.2 Decoder accuracy

We compared the performance of different decoders listed in Table 3.1 in a binary dis-

crimination task, based on simulated responses of a large population of V1 neurons with

a small fraction of informative neurons (5%, Fig. 3.1A; see also Suppl. 3.5.1.7 for varia-

tions in percentage of informative neurons). The statistically optimal decoder provides an

upper bound on the accuracy of a linear decoder with full knowledge of the encoding pop-

ulation and the modulator, while the SO decoder provides a lower bound on achievable

performance. The optimal decoder’s accuracy deteriorates as the modulator increases in

amplitude, corrupting the encoded signal (Fig. 3.1D). This reinforces the point that, unlike

other forms of noise correlations (Kanitscheider et al., 2015b; Moreno-Bote et al., 2014),

the modulator-induced covariability is strictly detrimental for encoding (Suppl. 3.5.1.2).

While the performance of the MG decoder is limited by this corruption as well, it also

benefits from a stronger label in the informative neurons (Fig. 3.1C). Its performance fol-

lows an inverted U-shape as a function of modulation amplitude, reflecting the tradeoff of

these two opposing effects (Fig. 3.1D). MG decoding performance is maximized at an in-

termediate modulation amplitude, where it attains an accuracy close to that of the ideal

observer, a result which remains robust to variations in population size (Suppl. 3.5.1.8).

We study this optimum with respect to modulator strength by looking more closely at the

encoding and decoding processes separately. For encoding, we predict the signal-to-noise

ratio using Fisher’s Linear Discriminant (FLD):

SNR =

(
aT (µ1 − µ0)

)2

aT Σ1a + aT Σ0a
(3.8)
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for the optimal decoding weights a = a(optimal) (Fig. 3.1C), where µs and Σs are the mean

and covariance of the neural responses to stimulus s. Decoding accuracy can be estimated

by the MSE of the MG-estimated decoding weights relative to the theoretical optimum.

Given that the MG-decoding weights are unbiased, the MSE is given by the variance of

the estimator, which decreases in inverse proportion to T (see Suppl. Info. S2):

Var
[
|a(MG)

n |
]

= σ2
m

T

(
λn(1 + σ2

mc2
n) + λ2

neσ2
mc2

n(1 + 4σ2
mc2

n) − λ
2
nc2

nσ4
m

)
, (3.9)

where λn and λ2
n are the mean and second moment of the neural response across stimuli.

In practice, the performance of the MG decoder could depend on how strongly correlated

the modulator couplings, cn, are with task-informativeness. We tested the robustness of

our decoding results by weakening this correlation by adding noise to cn. We find that

although performance decreases overall, the nonmonotonic dependence of the MG de-

coder performance on modulator strength is preserved (Fig. 3.2A). Interestingly, the op-

timal modulation amplitude shifts towards the range estimated from the data (see next

Sec. 3.3.1), suggesting that physiologically, the degree of modulation may be well-matched

to the precision of the modulator targeting. Other non-modulatory noise sources deteri-

orate performance of all decoders similarly, but do not change the relative performance

of the MG decoder to the optimal decoder (see Suppl. Sec. 3.5.1.9). Given that our mea-

surements mostly include multiunits, we tested the impact on decoding and found that the

results are qualitatively robust to such measurement noise (Fig. 3.2B).
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Figure 3.1 Theory of modulator-guided decoding. A) The average response of neurons of the three
subpopulations to two task stimuli. There are 12 informative, 38 uninformative and 4950 inactive
neurons. B) Mean performance of RG and SO decoders as the number of inactive neurons is in-
creased. The RG decoder downweights inactive neurons, thus allowing it to maintain better perfor-
mance than the SO decoder. C) Effects of increasing modulator strength on encoding and decoding,
respectively, with modulator coupling weights equal to informativeness. Encoding is measured by the
SNR, while decoding precision is quantified as the variance of the decoding weights of the modulator-
guided decoder. D) Performance of three different decoders in simulations of a discrimination task
with 1000 model V1 neurons, 50 informative, with increasing relative modulator strength (mean and
95% confidence interval).

3.3 Testing theoretical predictions in V1 data

The modulator-guided decoder theory makes several predictions which can be examined in

an experimental context that includes a dynamically changing task, like the one described
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Figure 3.2 Controls for the theory of modulator-guided decoding. A) Same comparison as in 3.1D
but with modulator coupling weights equal to informativeness corrupted by Gaussian noise. Right
panel shows noisy coupling compared to optimal decoding weights. B) Decoder performance compari-
son for simulated multiunits, obtained by summing the activity of random pairs of neurons.

in Chapter 2. In particular, the influence of low-dimensional (shared) noise should shift

with the task, so as to continue to preferentially target task-informative neurons. More-

over, a modulator-guided decoder should perform better in the low-data regime than either

an optimal decoder with learned parameters or regression. Here we test both predictions

in the monkey V1 data described in Chapter 2.
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3.3.1 V1 modulator is task specific

For the recorded V1 population, the theory predicts that the co-variability of neural

responses should change based on whether they are task-informative. Given that the

recorded V1 population is informative in the relevant tasks but not the control task

(Fig. 2.2D) we expect differences in overall modulator strength across tasks and in neuron-

individual modulation strengths.

3.3.1.1 Overall modulator strength

Given the modulated stimulus response model in Eq. 2.3, the modulator and stimulus af-

fect the neural response through the mapping functions c and b respectively (see details in

Suppl. 2.11.1.2). When assessing the overall modulation strength in the population, both

the mapping c and the modulator variance need to be considered jointly (as scaling up

the mapping and decreasing the variance leaves results unchanged).The overall modulator

strength is therefore quantified as the variance of the modulator multiplied by the cou-

pling norm
√∑

n c2
n where n indicates the neuron. The overall stimulus drive is quantified

as ∑n

∑
i V ar(sibn,i), where i indicates the stimulus dimension.

The overall strength of the estimated modulation significantly decreases in the control task

relative to stimulus induced variations (Fig. 3.4A). This difference is driven by a change

in the modulator strength, which decreases in the control (non-parametric Wilcoxon U-

test p ≪ 0.0001). The stimulus (contrast) induced variance is relatively constant across

the task-conditions (p > 0.05) (Fig. 3.3). In comparison, the two relevant task conditions

have indistinguishable statistics of overall modulator strength (Fig. 3.4B). This difference

in overall modulator strength is explained by the theory as a change in labeling, from the
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recorded subpopulation that is informative and hence labeled for the relevant tasks, to an

unrecorded subpopulation that is informative in the control task.

A B

modulator variance stimulus variance

fre
qu

en
cy

10-3 10-1 101 103 10-1 10-1 103 104100 102

Figure 3.3 Modulator strength and stimulus strength analyzed separated. A) Modulator strength
(variance of modulator with unit vector coupling) in relevant (purple) versus control (grey) task over
all blocks. B) Stimulus variations in relevant and control task.

3.3.1.2 Task specificity of neuron-individual modulation

The fine coupling itself is correlated in relevant and control task blocks (Spearman r = 0.5

with p < 0.001), but since the modulator variance itself is dialed down in the control task,

the modulation that neurons receive is overall substantially less, reflecting the change in

informativeness of the entire subpopulation (see Fig. 2.2). The comparison between the

two relevant tasks is limited by the proximity of the two relevant stimulus locations, as

only few units are exclusively informative in one task (see Chapter 2). However, despite

the reduced sample size, we find a significant correlation between the difference in infor-

mativeness in the two relevant tasks and the difference in coupling rank (Spearman corre-

lation, r = 0.16 with p < 0.05), so that units that are informative in only one of the two

tend to also have higher coupling in that task.
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In our framework, decoding weights are approximated by estimating coupling strengths,

and thus neurons with large coupling (and thus strongly modulated) should have a

stronger influence on behavior. Despite V1’s early position in the visual processing stream,

we find this to be true in our data; 91% of blocks show significant correlations (Spear-

man r, α = 0.05) between modulator coupling and a unit’s correlation with the monkey’s

behavior computed as a |d′| of neural responses, with categories defined by the animal’s

choices rather than stimulus identity. Specifically, we compute the difference in target-

response for trials where the target was correctly detected by the monkeys to those where

the monkey missed the target, over the squared mean variance | µ1−µ2√
.5∗(σ(a2

1+σ2
2
| where µ1,2

and σ2
1,2 are the means and variances of activity corresponding to the two choices. This

gives us an estimate of how involved a unit may have been in the choice of the animal.

Potential confounds in this analysis are not only overall firing rates, but also the informa-

tiveness of a unit, as the most informative neurons would be expected to have a stronger

influence on behavior (Haefner et al., 2013; Nienborg and Cumming, 2014). We therefore

use a partial correlation with two covariates, firing rate and informativeness (using multi-

variate linear regression). Even after controlling for these confounds, it remains the case

that units that are more modulated are the ones that are also more predictive of behavior

(Fig. 3.4C). This relationship is not present for the residual response variance (Fig. 3.4C).

Furthermore, we do not find a relationship with behavioral correlation in other shared

noise sources (Suppl. 3.5.2.1), which suggests that the shared modulator-induced fluctu-

ations are particularly relevant for downstream processing.
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Figure 3.4 V1 modulator is task-specific. A) The distribution of relative modulator strength across
all relevant task blocks (purple) and all control task blocks (black); we quantify relative modulator
strength as the variance in the modulator (with coupling being unit vectors) relative to that of the
stimulus. The star indicates significant difference between the two distributions (U-test, p < 0.001).
B) Same as in A, but comparing the two relevant tasks against each other (p = 0.45). C) The dis-
tribution of correlation coefficients between modulator coupling (green) or residual response variance
(blue) and the residual behavioral relevance of a unit’s activity (correlation with behavior), obtained
by regressing out informativeness and mean firing rate.

3.3.2 Knowledge of the modulator allows rapid decoding

The most direct prediction of the theory is the ability of the MG decoder to set appro-

priate decoding weights for the recorded V1 responses, and to do so rapidly, with limited

data. To test these predictions, we decoded the stimulus identity from V1 responses using

our heuristic MG decoder and compared its performance with that of the ideal observer

87



for the estimated (modulated-SR) encoding model (see details in Suppl. Sec. 3.5.2.2). We

found that the MG decoder performance is close to that of the optimal decoder (∼ 80%

correct) when all the available data is used to estimate the decoding weights (using Eq. 3.6

for the MG decoder and Eq. 3.2 for the optimal decoder). This suggests that the strength

and targeting precision of the estimated modulator is sufficient to guide decoding.

The optimal decoder provides an upper bound on decodability assuming perfect knowledge

of the response properties, but a downstream decoding area would presumably need to

learn those parameters (see λn(s) in Eq.3.2) through trial-by-trial feedback, or otherwise

know and store them in advance, which is unrealistic for many tasks. Specifically setting

the optimal decoder weights for a modulated, as for an independent Poisson process, re-

quires information about the mean rate to the stimuli. Even in the relatively small sub-

population of units recorded in our experiment, this requires many trials: the learned “op-

timal” decoder performs at chance in the low-data regime (Fig. 3.5A). Similarly, learning

decoding weights directly through logistic regression requires several training trials before

performing above chance (Fig. 3.5A). In contrast, the modulator-guided (MG) decoder

finds informative units after only a few training examples, as it estimates the modulator

coupling on the time scale of the modulator itself instead of learning from task feedback.

It outperforms the learned optimal decoder and logistic regression in the small training

sample regime (comparing MG against either learned optimal or regression-based decoder

significant; t-test p < 0.0001, see Fig. 3.5A). We quantify this effect across all data and

find that the MG decoder reaches above-chance performance significantly faster than the

learned optimal decoder (t-test, p < 0.0001, Fig. 3.5B) and that the performance attained

with minimal training is significantly higher relative to that of the learned optimal de-

coder (t-test,p = 0.01). The MG decoder also reaches above-chance performance signifi-

cantly faster than a regression-based decoder (t-test p < 0.001) and learned optimal and
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regression-based decoder do not differ significantly (t-test for minimal training and perfor-

mance p > 0.05). Our theory predicts that the advantage of the MG decoder lies in its

ability to accurately estimate the decoding weights quickly. Indeed, we find a strong cor-

relation between the MG decoding weights obtained with minimal training and those esti-

mated from all available data, but this relationship does not hold for the learned optimal

decoding weights or the regression weights (Fig. 3.5C).

Although significant, the difference in the number of trials required for above-chance per-

formance may seem small. It is likely that the benefits of modulation are substantially

underestimated, due to two experimental limitations. First, the recorded subpopulation

is biased towards informative neurons since the stimuli are placed so as to drive these

neurons. The animal must decode the information present in the entire V1 population,

with a much lower percentage of informative neurons. Under such conditions, finding

the few informative neurons from task feedback becomes even harder (see Fig. 1.4 and

Suppl. 3.5.1.7). Second, the modulator may vary on a time scale faster than the stimulus-

presentations of the experiment or the model, which would allow an even faster estima-

tion of the decoding weights (Eq. 3.6 could also be applied to single spikes). Finally, ad-

ditional sources of co-variability not considered in the theory but found in the V1 data

(Sec. 2.7 and Suppl. 2.11.3.2), do not seem to interfere with modulator-based estimates of

the decoding weights as suggested by the performance of the MG decoder. Thus, the ben-

efits of the MG decoder for the V1 data provide strong support for the hypothesis that the

brain could use such decoding to enable flexible task switching.
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Figure 3.5 V1 modulator facilitates decoding. A) Decoding from the recorded V1 population; Per-
formance of the modulator-guided decoder, the learned optimal decoder or logistic regression for an
example block population with increasing number of training samples (shown are mean and its stan-
dard error). Black star indicates significant differences between the optimal and the MG decoder.
B) Performance with minimal training against minimal number of training samples (stimulus pre-
sentations) needed to reach above chance (50%) performance, for each block. Black stars indicates
significant differences between the learned optimal and the MG decoder. C) Decoding weights esti-
mated with maximum training (90% of all stimulus presentations) versus with minimal training (1%)
for the optimal (red), the logistic regression (orange) and modulator-guided (green) decoders.

3.4 Discussion

Here we proposed that a functionally targeted stochastic modulator could dynamically la-

bel informative neurons, facilitating their flexible and accurate task-specific readout. We

90



showed that a modulator-guided linear decoder, in which weights are estimated through

correlation of responses with the modulator, can achieve near-optimal performance. We in-

vestigated how parameters of the encoder (proportion of inactive neurons, and active but

uninformative neurons) impact performance and found that these dictate a choice of mod-

ulator strength that best balances the disruptive effects of correlated noise on encoding

against its positive effects for decoding. Importantly, performance is invariant to other pa-

rameter changes, such as size of the population and baseline firing rate, demonstrating the

robustness of the modulation labeling scheme to circuit details. We then tested the predic-

tions of the theory for flexible information readout from V1 using the targeted modulation

extracted in Chapter 2. We found that the modulation strength is functionally different

between the relevant and control task and that the modulation itself can be exploited by

a decoder that is aware of it, to accurately read out task information from the V1 popula-

tion after observing only a few trials.

3.4.1 The decoding challenge

In the beginning of this chapter we highlighted two factors that can reduce an animal’s

behavioral performance: suboptimally stimulated neurons and correlated noise (Shadlen

et al., 1996). The first factor has likely been underestimated in experimental data, since

the neurons recorded are not necessarily representative of the full population. For any

particular task, most neurons do not carry relevant information, and thus only contribute

noise if included in decoding. Moreover, experimental procedures often undersample or de-

liberately discard low-firing neurons, and experimental stimuli are often optimized to drive

responses, introducing a strong selection bias for neurons informative for those specific

stimuli. Thus, decoding from a recorded population is less harmed by inclusion of subop-
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timal neurons than it would be for the brain, which must operate on the full population.

In such circumstances, finding the few informative neurons and setting appropriate decod-

ing weights becomes more difficult, and more essential (Suppl. 3.5.1.7). As such, our con-

clusions regarding the benefits of targeted modulation for downstream readout are likely

understated.

The study of the effects of the second factor, correlated noise, on neural coding is ex-

tensive. Correlations can either facilitate or impede the encoding of stimuli, with conse-

quences for the downstream readout (Cohen and Kohn, 2011). In particular, differential

correlations, which reflect the stimulus sensitivity of a pair of neurons, are information lim-

iting; they restrict the encoding benefits that would otherwise arise from increasing popu-

lation size (Moreno-Bote et al., 2014), but also support coding robustness (Pitkow et al.,

2015). Experimentally, such correlation structure has been recently detected in mouse V1

(Rumyantsev et al., 2020). The form of covariability that we identify is also information

limiting, in that the modulator-induced fluctuations are strictly detrimental for encoding

(Sec. 3.2). However, previous results on pairwise correlations are not directly comparable

to our analysis here; while shared modulation does introduce pairwise interactions, infer-

ring modulation from pairwise correlations is not as straightforward - it is not clear that

pairwise interactions would necessarily lead to fast, low dimensional shared co-variability

at the level of the population, of the kind we find in our data. Moreover, the effects of

noise correlations have been studied mainly from an encoding perspective, or in the ideal

observer framework, whereas we have focused on potential implications for biological de-

coding. Irrespective of correlation structure, identifying appropriate decoding weights us-

ing regression requires many trials (Kanitscheider et al., 2015a), so flexible decoding re-

mains a problem.
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Historically, ideal observer models have ignored the presence of modulation, yet have pro-

vided good approximations of behavioral performance. Our mm-optimal decoder provides

a possible explanation for this incongruity: an experimenter that measures tuning func-

tions by averaging neural responses in the presence of unaccounted-for modulation is effec-

tively marginalizing over it. Optimal decoding weights derived from these estimates are in

fact correct, but the use of a fixed decision threshold is suboptimal. This suboptimality is

relatively minor in the context of our simulations, but could prove more substantial when

fit to physiological data, depending on the structure and strength of the modulator.

3.4.2 The modulator

Our encoding model assumes multiplicative noise since, to our knowledge, there is no ev-

idence that additive noise is functionally targeted. Moreover, experimental reports are

conflicting as to whether additive noise is a common phenomenon (e.g. Goris et al., 2014

argue that an additive noise model is inconsistent with their data). Should it be there,

task-invariant additive noise would decrease the performance of all decoders, but would

not qualitatively change our results (see Fig. 3.8). Consistent with the results of the data

analysis in Chapter 2, we here assumed a single task-specific signal that underlies the cor-

related noise within the population. This is further consistent with previous results from

other areas such as (Huang et al., 2019; Rabinowitz et al., 2015) which showed that V4

noise correlations were largely captured using a one dimensional modulator per hemi-

sphere. Alternatively, one could introduce several Gaussian modulators, that combine lin-

early to jointly gate neural responses. This model would be harder to parameterize, but

the net effect would be similar. Additional modulators that are not targeted would reduce

the SNR of all neurons and negatively affect all decoders, but again, should not qualita-
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tively change the results. The fast time scale of the modulator identified in the data is

essential to the theory as it introduces sufficient variability to enable quickly reading out

which neurons are strongly modulated. It also suggests, that the modulation does not re-

flect slow diffuse neuromodulators, but rather the effect of low-dimensional top down sig-

nals recruiting local circuitry.

3.4.3 Relationship to attention and other shared variability

Modulation due to top-down attention can facilitate sensory encoding, and has

been shown to selectively affect neural responses, including increases in mean re-

sponse (McAdams and Maunsell, 1999; Moran and Robert, 1985; Treue and Maunsell,

1996), decreases in response variability (Mitchell et al., 2009), and decreases in noise cor-

relations (Cohen and Maunsell, 2009; Mitchell et al., 2009; Rabinowitz et al., 2015; Ruff

and Cohen, 2014; Rust and Cohen, 2022), all of which increase the signal-to-noise ratio

(SNR) of the local sensory representation. These benefits for encoding are distinct from

the modulatory effects we have explored here. First, they tend to operate on a time scale

of a task condition (minutes) or stimulus presentations (seconds), whereas the estimated

modulation fluctuates on a time scale of tens of milliseconds. Second, we have shown that

the targeting of modulation primarily follows task-informativeness instead of tuning prop-

erties. While attentional gain boosts have been shown to be tuning-specific (Maunsell and

Cook, 2002; Ruff and Cohen, 2014; Treue and Martínez Trujillo, 1999), we do not find evi-

dence that they are specifically shared between task-informative neurons (Suppl. 2.11.4.2).

In our data, the estimated modulator coupling is unrelated to the strength of attentional

modulation of the mean, suggesting that it may arise from separate mechanisms. This ob-

servation seems consistent with the observation that inactivating the superior colliculus
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(SC) disrupts the behavioral benefits of attention, but not the attentional modulation of

mean responses (Zénon and Krauzlis, 2012), and related results documenting a similar

dissociation between increases in mean and improvements in behavior over learning in V4

(Ni et al., 2018). In the context of our theory, we hypothesize that SC inactivation may

selectively disrupt the strength or targeting of modulation, affecting the propagation of

task-relevant information to decision areas, a prediction that can be validated experimen-

tally.

While pairwise correlations at the level of the full population have been reported to de-

crease in the relevant task condition (Ruff and Cohen, 2016a), the neuron-specific modu-

lation reported here increases when those neurons become relevant for the task. This sug-

gests that neural covariability likely reflects different sources of modulation, potentially

subserving different roles (see also Chapter 2). Importantly, we here model fluctuations

across the entire trial, including stimulus on/off periods and take into account the tempo-

ral dependencies, which allows us to study modulation at a fine time scale. Previous anal-

ysis focused exclusively on fluctuations across repeated presentations of a single stimulus

(Huang et al., 2019; Rabinowitz et al., 2015; Ruff and Cohen, 2016a), which may reflect

different modulatory signals (Suppl. 2.11.4.4).

In fact, while our modulator accounts for a significant portion of the variance of measured

responses, there exist additional sources of variability in the data, reflected in the resid-

ual pairwise correlation structure, which are explained by neither the stimulus nor the

modulator (Suppl. 2.11.3.2). These residual correlations may arise from other sources (e.g.

common feedforward inputs) and subserve distinct functional roles, such as improving en-

coding precision (Pitkow et al., 2015). Critically, the additional noise correlations do not

hinder the ability of the modulator-induced fluctuations to serve as a label for downstream
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decoding (Sec. 3.3.1).

The identified modulator is distinct from slow multiplicative, low-dimensional noise re-

ported in other contexts, which may serve other functional roles such as encoding uncer-

tainty in visual areas (Festa et al., 2020; Hénaff et al., 2020). It is also distinct from gain

changes due to fluctuations in attention which happen on the time scale of seconds (Den-

field et al., 2018). Such signals cannot serve as a labeling mechanism of the type proposed

here, since the fluctuations would convey information on a time scale slower than that

needed for single trial feedback and decoder learning. Choice-related feedback signals have

also been shown to modulate neural activity on a trial-by-trial basis, but they again occur

on a slower time scale of several hundreds of milliseconds or seconds (Bondy et al., 2018;

Engel et al., 2015). The modulatory process of our theory does not replace but coexists

with these additional forms of gain modulation.

3.4.4 Other labeling theories

In many brain areas modulation with a periodic structure has been found (Buzsaki and

Draguhn, 2004). Such shared oscillatory structure induces low-dimensional covariability

and one of its proposed functions is to bind the representation of common features in sub-

populations of neurons (Singer, 1999). The “communication through coherence” (CTC)

theory (Akam and Kullmann, 2014, 2012) refines this idea in an encoding-decoding frame-

work, in which a top-down oscillatory modulator projects to both encoding neurons with

the same feature selectivity, and to the decoding network that needs to read them out.

This theory differs from our own in three important ways. First, the oscillations in Akam

and Kullmann (2012) target feature-selective rather than task-informative neurons. These

could be the same for a detection task, but differ for a discrimination such as that used
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in our experiment. Second, the CTC decoder in Akam and Kullmann (2012) was as-

sumed to use a fixed (as opposed to a modulator-dependent) threshold, which is subop-

timal (Sec. 3.2). Third, although our theory would apply to oscillatory modulation, it does

not rely on this additional restriction. The V1 modulation estimated from our data seem

to favor dynamics that are fast (close to the bounds of what we can estimate given resolu-

tion of temporal binning), but stochastic, with no evidence of periodic structure. Finally,

at the conceptual level, the communication through coherence framework describes a fixed

labeling strategy based on tuning properties alone, while our theory proposes modulatory

labeling adapted to task structure, transmitting information about informativeness of neu-

rons for a particular task.

3.4.5 Conclusion

Here we proposed a new role for shared but targeted gain fluctuations specifically in task-

specific decoding. We demonstrated through theory, data analysis and computational

modeling that the shared variability in task-informative encoding neurons described in

Chapter 2 can be used as a label to guide decoding. This novel way of thinking about

modulatory “noise” shifts the focus from coding through mean response with variability

being a nuisance, to actually transmitting key information through neural variability. It

opens up new experimental questions to explore regarding the mechanistic details of this

modulation and the generality and limitations of its potential use.
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3.5 Supplement

3.5.1 Theory

3.5.1.1 Theoretical framework for decoding from a neural population

We briefly described the framework for modulator-guided decoding above but will extend

on it here. We simulated a binary discrimination task analogous to that used in the exper-

iment, which requires discriminating s = 0 from s = 1 on the basis of the activity of a

population of N neurons. Neural responses are modeled as Poisson draws with a stimulus-

dependent firing rate, which is itself modulated by a time-varying noisy signal, mt, shared

across neurons. Specifically, the firing rate of neuron n is given as:

kn,t(s, mt) ∼ Poisson (λn(s) exp (cnmt)) , (3.10)

where λn(s) is the stimulus response function of the neuron, and t indexes time within

a stimulus presentation. Given the data results, we model the modulator mt as 1-

dimensional i.i.d. Gaussian noise with zero mean and variance σ2
m; the nonlinearity exp(·)

ensures that the final firing rate is positive. The degree of modulation is neuron specific,

parametrized by modulation weights cn, which we take to be proportional to the n-th

neuron’s ability to discriminate the two stimuli, cn = | log(λn(1)) − log(λn(0))|. We di-

vide the firing rate by the expected increase in mean rate due to the modulator given by

exp
(

σ2
mc2

n

2

)
to compensate for systematic differences in mean firing rate due to neuron-

specific modulation strength. This parametrization ensures that any benefits of targeted

modulation cannot be simply explained by an increase in firing rates. Overall modulation
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strength in the population is determined by the modulator variance (see also (Church-

land et al., 2011)). The relative modulator strength in Fig. 3.1 is quantified as a ratio of

modulator-induced variance to stimulus-induced variance.

3.5.1.2 Encoding analysis precision

If the modulator coupling is unstructured (e.g., cn are distributed randomly), then the

modulator can be viewed as a global noise source that decreases the discriminatory power

of V1 responses proportional to its variance. If the modulator coupling is targeted towards

informative neurons (e.g., cn proportional to difference in mean responses to stimuli), then

the harmful effect becomes stronger, as noise is introduced specifically where it most im-

pacts the encoded signal. We quantify the signal-to-noise ratio, using a Fisher Linear Dis-

criminant:

SNR =

(
a⊤(µ1 − µ0)

)2

a⊤Σ1a + a⊤Σ0a
, (3.11)

where a denotes the decoding weights, and {µs, Σs; s ∈ [0, 1]} are the population mean and

covariance for the two stimuli. We evaluate this measure for the optimal decoding weights

a = a(MC)(see main text, optimal decoding weights, Eq. 3.2) and find that discriminability

(SNR) decreases faster if modulation is targeted (Fig. 3.6A).

3.5.1.3 Derivation of optimal decoders

Given the modulated Poisson model, and assuming that the modulator mt and the mod-

ulator coupling cn are known, the log probability of the stimulus s at time point t given
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spike counts knt of the whole population, n = {1, 2 . . . N}, becomes:

L(s) =
N∑
n

knt

(
logλn(s) + cnmt − σ2

mc2
n

2

)
−

N∑
n

λn(s)exp
(

cnmt − σ2
mc2

n

2

)
. (3.12)

When discriminating between two stimuli s = {0, 1} under this model, the optimal deci-

sion is given by the sign of log-odds ratio, L(s = 1) − L(s = 0) ≷ 0, which translates into

the following expression:

L(0) − L(1) =
N∑
n

kntlog
(

λn(0)
λn(1)

)
−

N∑
n

exp
(

cnmt − σ2
mc2

n

2

)
(λn(0) − λn(1)) . (3.13)

This corresponds to thresholding a weighted combination of individual neural responses,

with optimal decoding weights:

a(MC)
n = log

(
λn(0)
λn(1)

)
. (3.14)

Since mt is a known constant, it does not influence the decoding weights themselves, but

merely changes the threshold. For the same reason, the optimal decoding weights remain

unchanged whether the modulator is known (IO optimal decoder), or whether its effects

are marginalized over (mm-optimal decoder).

3.5.1.4 The modulator-guided decoder

Our modulator-guided heuristic decoder assumes access to the modulator mt and the neu-

ral responses knt, but no detailed knowledge of the encoding model.
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Instead, it learns approximate decoding weights based on co-fluctuations of the two within

a trial, using a simple learning rule:

|a(MG)
n | = 1

T

∑
t

mtkn,t, (3.15)

The above expression only provides the magnitude of the decoding weight, with the signs

separately estimated by comparing responses to the two stimuli. Estimation of the sign

requires few trials for informative, strongly responding neurons but will be noisy for unin-

formative neurons which are, however, excluded by their decoding weight magnitudes (see

Suppl. 3.5.1.6).

Here we analyse the properties of the MG decoders estimate of modulation strength in a

neuron n. First, its mean is:

E
[
|a(MG)

n |
]

P(k,s,m)
= E [mkn]P(k,s,m) (3.16)

= E
[
mλn(s)emcn− σ2

mc2
n

2

]
P(s,m)

(3.17)

= E [λ(s)]P(s) E
[
memw− σ2

mc2
n

2

]
P(m)

, (3.18)

= λn

∫
memcn− σ2

mc2
n

2 e− m2
2σ2

m dm (3.19)

= λnσ2
mcn, (3.20)

where λ̄n denotes the average activation of the neuron, λ̄n = ∑
s P(s)λn(s); we have used

the encoding model and the fact that s and m are independent (Eq. 3.18) and mt is i.i.d.

Gaussian with zero mean and variance σ2
m (Eq. 3.19). Under the assumption that cn =

log λn(1)
λn(0) , the MG estimates of the decoding weights are biased. While the scaling with σ2

m

could be easily corrected for by appropriately rescaling the threshold, the neuron-specific
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λn bias is problematic. One could correct this bias by a slight adjustment of the encoding

model, i.e. assuming cn = 1
λn

log λn(1)
λn(0) . This will not change the optimal decoding weights

a(MC), but will affect the expression of the optimal threshold.

The variance of the estimator can be computed in a similar way:

Var
[
|a(MG)

n |
]

= 1
T

(
E
[
m2k2

n

]
− E [mkn]2

)
(3.21)

= 1
T

(
E
[
m2k2

n

]
−
(
λnσ2

mcn

)2
)

(3.22)

The second moment term can be computed as:

E
[
m2k2

n

]
P(k,s,m)

= E
[
m2

(
λn(s)emcn− σ2

mc2
n

2 +
(

λn(s)emcn− σ2
mc2

n
2

)2)]
P(s,m)

= λn

∫
m2emcn− σ2

mc2
n

2 e− m2
2σ2

m dm + λ2
n

∫
m2e2mcn−σ2

mc2
n− m2

2σ2
m dm

= λn

∫
m2e− (m−σ2

mcn)2

2σ2
m dm + λ2

neσ2
mc2

n

∫
m2e− (m−2σ2

mcn)2

2σ2
m dm

= λn(σ2
m + σ4

mc2
n) + λ2

neσ2
mc2

n(σ2
m + 4σ4

mc2
n)

where λ2
n = ∑

s λ2
n(s)P(s) denotes the second moment of λn(s) and we have used the fact

that the second moment of a Poisson distribution with mean λ is λ + λ2, the fact that each

of the two integrals is the second moment of a gaussian. This holds for any setting of cn

(with or without unbiasing).
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Lastly, the covariance for the decoding weights of pairs of neurons n, l takes the form:

Cov
[
|a(MG)

n |, |a(MG)
l |

]
= 1

T

(
E
[
m2knkl

]
− E [mkn]E [mkl]

)
(3.23)

= 1
T

(
λnlE

[
m2em(cn+cl)−

σ2
m(c2

n+c2
l

)
2

]
− λnλlσ

4
mcncl

)
(3.24)

= 1
T

(
λnleσ2

mcncl

(
σ2

m + σ4
m(cn + cl)2

)
− λnλlσ

4
mcncl

)
(3.25)

where λnl = ∑
s λn(s)λl(s)P(s) is related to the signal correlations of the two neurons.

We assume that the MG threshold has the optimal functional form, as defined by the op-

timal decoder (Eq.3.2. To maintain biological plausibility, we replace the true cn (which

requires precise knowledge of the encoding model) in the threshold with estimates |ã(MG)
n |.

Furthermore, the difference in firing rates [λn(1) − λn(0)] is replaced by an empirical esti-

mate ∆λ; this is determined as a function of the estimated decoding weights, the learned

signs and one free parameter per informative subpopulation (two parameters in total). It

measures the population average change in activity as a function of the stimulus and can

easily be learned within a few trials.

3.5.1.5 Sign-only decoder

As a lower bound of performance, we use a weightless “sign-only” decoder that subtracts

the summed responses of two subpopulations (i.e., a linear decoder with weights ±1):

a(SO)
n = sign(λn(1) − λn(0)), (3.26)

where sign(·) is the signum function.
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3.5.1.6 Learning the signs of decoding weights

We have separated the problem of approximating the optimal decoding weights into two

sub-problems: estimating the magnitudes of the weights, |an|, and estimating their cor-

responding signs (i.e. their preferred stimulus). For the modulator-guided decoder, the

first estimation happens within trials, based on correlations between individual neural

responses and the modulator, whereas the signs are learned from explicit feedback given

at the end of each trial. Here we simulate informative neurons with different strengths

of modulation and examine the correctness of sign estimation as a function of number of

training examples (Fig. 3.6D). We find that, in general, the number of trials needed to es-

timate the signs is small, about 10 trials for the moderate modulator strengths in our sim-

ulations. Hence, if the decoding mechanism can identify the few informative neurons and

attribute negligible weights to the rest, finding the signs of the informative neurons is fast.

3.5.1.7 Fraction of informative neurons

We tested the influence of percentage of informative neurons in the encoding population

on these results. The decoding problem of identifying task-informative neurons is par-

ticularly difficult when only very few of the active neurons are task-informative. In ex-

periments, the percentage of informative neurons varies depending on the intrinsic tun-

ing properties of the cells (e.g. width of tuning curves), and extrinsic task properties (e.g.

coarse vs. fine discrimination). In our simulations, varying the percentage of informative

neurons serves as a proxy for both. We simulated a population of neurons (Fig. 3.6B),

varying the percentage of neurons that are task-informative. Mean firing rates of all neu-

rons in the population were the same, but the firing rates of informative neurons were
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stimulus-modulated by ±5%. We found that the modulator-guided decoder matched the

performance upper-bound for the entire range (Fig. 3.6C). In contrast, the performance

of the sign-only decoder is suboptimal, and suffers as the number of neurons that are un-

informative increases (Fig. 3.6C, grey). This is expected given that the sign-only decoder

groups all neurons into two subpopulations based on stimulus preference, and simply com-

pares their total firing rates. When all neurons are similarly informative, the decoder per-

forms optimally, but otherwise performance is well below the ideal observer bound.

3.5.1.8 Size of population

We varied the size of the simulated population while keeping the % of informative neurons

fixed at 5%. We find that MG decoding qualitatively performs similar when population

size is increased to N = 2000, N = 4000 and N = 10000 neurons (Fig. 3.7).

3.5.1.9 Effect of additive noise

We test the robustness of our results to additive non-targeted noise in (Fig. 3.8). We re-

produce Fig. 3.1D but add Gaussian noise to the firing rates. This decreases the perfor-

mance of all decoders as the SNR decreases. The qualitative results stay unchanged; the

MG decoder reaches optimal performance within a range of modulator strengths.

3.5.1.10 Learning MG weights and signs jointly via eligibility traces

We illustrate a potential learning rule for estimating the modulator-guided decoding

weights in a biologically plausible way, using eligibility traces online learning. The key idea
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is to use eligibility traces, updated online on the time scale of modulator fluctuations, to

estimate the degree of modulation of individual neurons, then combine these correlations

with the explicit task feedback received at the end of each trial.

First, one eligibility trace integrates evidence of modulation in neuron n over time t which

is independent of the stimulus presentation.

en,t+1 = αen,t + (1 − α)kn,tmt. (3.27)

On the same time scale, we use another eligibility trace for the overall firing rate of neu-

rons to correct for the bias (see Sec. 3.5.1.4)

rn,t+1 = αrn,t + (1 − α)kn,t (3.28)

Second, information about the signs of the decoding weights comes from trial feedback and

is tracked down in the form of a rescaled error:

bn,i = (ŝi − si) · k̂n,i, (3.29)

where k̂n,i denotes the total spike count during the ith stimulus presentation, and ŝi =∑
n ĉnk̂n,i is the estimated stimulus category.

Whenever an error occurs in trial i (decision made about a stimulus was incorrect) we

make an error-dependent update. If no negative task-feedback is provided, only the am-

plitude of the MG weight is updated, while the sign is preserved.
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∆cn = bi,n
en,t

rn,t

+ δ(bn,i)sign(ĉn)en,t

rn,t

(3.30)

where δ is the Kronecker delta. en,t

rn,t
corresponds to the estimation of the absolute MG

weights and is combined with bi,n which corresponds to the gradient of a regression loss.

Finally, these changes are integrated to provide the estimated decoding weight:

ĉn = γĉn + (1 − γ)∆ĉn,i,t (3.31)

In numerical simulations, we find that this learning rules allows a reasonably robust online

estimation of decoding weights (Fig. 3.9A). Specifically, we simulated a population of 20

neurons for 200 stimulus presentation, each lasting 200ms, at a time resolution of 50ms.

Neural responses during a stimulus presentation are generated according to our encoding

model:

kn,t ∼ Poisson(exp (λn(s) exp(cnmt))) (3.32)

with the modulator drawn independently from a zero mean, unit variance Gaussian dis-

tribution. The stimulus-response rate λn(s) is set so that neurons differentiate between

the two task categories to varying degrees, with about half the population preferring one

stimulus and the other half the other stimulus (Fig. 3.9B). The eligibility traces that con-

tribute to the estimation of the absolute weight of ĉn, Eq. 3.27 and Eq. 3.28, integrate in-

formation with a time constant given by α = 0.9, while the weight updates happen at the

time scale of stimulus presentations, with a learning rate γ = 0.999. Estimated weights ĉn

converge to values that preserve the ground truth after 40 trials (Fig. 3.9B), with decoding
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performance showing around 90% accuracy.

3.5.2 Data analysis

3.5.2.1 Relationship of other noise sources to behavior

We have found that the modulator coupling is higher in neurons that also show a strong

correlation with the behavioral choice of the monkey, indicating that they are preferen-

tially recruited for the decision. As a control, we want to know whether this relationship

extends to other shared sources of noise in the population. We take advantage of the fact

that the first PC is correlated with the PLDS extracted modulator, while the second PC

is uncorrelated with the modulator and accounts for a very similar fraction of variance ex-

plained. We repeat the original analysis with PC1 as a proxy for the modulator and PC2

as another shared noise sources. As already reported for the modulator, PC1 is predic-

tive of a unit’s correlations to behavior, but this effect does not extend to the second PC

(Fig. 2.14). This dissociation supports the idea that the relationship between single cell

fluctuations and behavior is specific to the modulator and not to other sources of noise in

the neural responses.

3.5.2.2 Decoding

We train each decoder on a training data set that includes a balanced number of stimu-

lus 0/1 presentations at high and low contrast. Decoder performance is tested on held out

data. To asses how training-efficient decoders are, we vary the number of data points used

for training between 4 samples (stimulus 0 and 1 at low and high contrast) and all but
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4. For the optimal decoder we use the same Maximum Likelihood approach as described

above in the theory. This requires estimating the mean response to each stimulus to then

use the log-ratio as a decoding weight for a unit (see Eq. 3.2). For a closer comparison to

the theory, the number of spikes is summed over the 200ms stimulus presentation. For

simplicity we here compare against a constant threshold which is optimized on the train-

ing data. This threshold is suboptimal as shown by the theoretical results in Eq. 3.2 but

it is more robust to the noise in the data and therefore performs better in the limited data

regime. The modulator-guided (MG) decoder estimates the modulation strength of each

unit by taking the inner product between the unit’s activity (in 50ms bins) and the modu-

lator values (see Eq. 3.15). It uses these estimates as absolute decoding weights, with signs

determined from trial-level feedback, comparing the response to one stimulus versus the

other. Importantly, the decoding weights are estimated using the finer resolution of 50ms

bins since that is the time scale at which the modulator varies. Again, the linear weighted

sum taken using the MG decoding weights is compared against a constant threshold.
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Figure 3.6 Simulations of decoding from V1. A) The effect of modulation on stimulus SNR, as mea-
sured by the Fisher Linear Discriminant, for unstructured and targeted modulator coupling. N=100
neurons, 50 inactive, 12 informative, 38 uninformative. B-C) Effect of fraction of informative neu-
rons on decoding performance. B) Firing rate distributions in a simulated population; all neurons are
similarly active, but uninformative neurons do not change their responses as a function of the task
relevant stimuli while informative neurons are modulated by ±5%; N=50 neurons. C) Decoder perfor-
mance as a function of the fraction of informative neurons (constant total population of 50 neurons,
for details see text). D) The percentage of correctly estimated decoding signs as a function of the
number of training examples. Different colors correspond to varying relative modulator strengths (see
Sec. 3.5.1.1 for details).
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Chapter 4

Hierarchical visual processing with
learned targeted modulation

4.1 Introduction

Visual information processing is hierarchical, and task-relevant information needs to prop-

agate through several stages before reaching decision-making areas. Empirical evidence

suggests that irrelevant sensory representations are not filtered out until an integration

stage in higher cortical areas such as PFC (Mante et al., 2013). Since receptive field sizes

increase across stages of processing (Born and Bradley, 2005), task-specific information

that is localized in a primary visual area like V1 will diffuse in the subsequent visual lay-

ers, making the task of identifying the subpopulation of relevant readout neurons even

harder the further downstream (see Introduction). Studying decoding from primary sen-

sory areas directly means sidestepping the substantial challenges that arise due to the dis-

sipation and corruption of information as it flows through stages of sensory processing be-

fore reaching decision areas. The decoding problem studied in the previous sections there-
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fore needs to be reassessed taking into account hierarchical processing.

As a separate issue, while so far the modulator-guided decoding theory has assumed the

correct modulator targeting to be already present in the circuit, the right degree of mod-

ulation for each neuron in a task needs to also be learned from experience. It is not clear

whether the modulator-guided readout can still facilitate flexible and accurate task perfor-

mance if coupling needs to be learned, or how its modulatory fluctuations can be used in a

hierarchical architecture.

Here, we develop a model that is both hierarchical and learns task-specific coupling. We

augment a feedforward hierarchical network, a general model of the visual processing

hierarchy (Kriegeskorte, 2015; Yamins and DiCarlo, 2016; Zhuang et al., 2021), to in-

clude gain modulation circuits in an early stage (“encoder gain”), and a modulator-gated

readout mechanism in the last stage (“decoder gain”). The unmodulated base network

is initially trained to solve a general location-invariant digit classification task (standard

MNIST 10-digit classification LeCun and Cortes, 2010). In a subsequent phase, the modu-

lator becomes active and targeting of the modulator is trained to optimize performance on

a more specialized task , thus fine-tuning the network for the new task without any reor-

ganization of the feedforward weights. This labeling signal is task-specific and ephemeral,

allowing the network to instantly revert to the initially-trained state once task demands

are removed. We find that the modulated network learns substantially faster than retrain-

ing the base network’s parameters or using classic attentional mean boosts, both for single

tasks and in a continual learning scenario where the task switches repeatedly. Empirical

exploration of the effects of injecting the modulator at different stages of the network re-

veals that its labeling is most effective when applied to layers in which task-specific in-

formation is concentrated in a subpopulation - an “informativeness bottleneck”. We use
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this hierarchical modeling framework to illustrate how the V1 modulator label detected in

Chapter 2 may affect downstream areas, and test the predictions in data of MT activity

recorded simultaneously with the V1 population.

4.2 Stochastic modulation labeling in a hierarchical network

Our approach builds on the model of stochastic co-modulation introduced in Chapter 3,

which provides a theoretical framework for decoding information from large neural popu-

lations, of which only a small fraction carry task-relevant information. It postulates that

fast low-dimensional co-fluctuations targeting the task-informative subset serve to label

the information for use by a decoder. A “modulator-guided” decoder can then use these

fluctuations to estimate the correct decoding weights for the task, achieving high levels of

performance within a handful of trials, with minimal explicit task feedback.

We generalize this framework to a hierarchical feedforward neural network, in which neu-

rons linearly combine their inputs, together with a bias term, and pass the result through

a nonlinear activation function (exp(·) for the first, “encoding”, layer in accordance with

the original formulation in Chapter 3, and ReLU(.) thereafter). We incorporate a stochas-

tic modulator which fluctuates on a significantly faster timescale (indexed t = 1, . . . , T )

than the stimulus presentation trials (indexed k = 1, . . . , K), with two distinct effects on

the network. First, the modulator, mkt ∼ N(µm, σ2
m), controls the gains of all neurons

in the encoding layer, via learnable coupling strengths c (Fig. 4.1, “task-specific encoder

gain”):

h(1)
kt = exp

(
W(1)sk + mktc + b(1)

)
, (4.1)

where h(1)
kt is a vector of activities of the encoding layer for trial k and time t, sk the multi-
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dimensional stimulus vector and W(1) and b(1) are the weight matrix and bias terms of

the encoding layer. Unlike the model of Chapter 3, this modulator affects both the mean

and the variance of the neural responses, combining traditional deterministic gain boosting

with stochastic labeling. We have chosen this formulation in order to facilitate fast learn-

ing of the coupling strengths, but it is also more realistic biologically (since modulation

of mean and co-variability coexist in the cortex), and provides an opportunity to directly

compare to models of attention that rely on deterministic gain boosts (where µm > 0 and

σm = 0).

As with the model of Chapter 3, we assume the modulator is also available at the out-

put stage of the network, and can be used to guide decoding. This is implemented as an

adaptable decoder gain, g, on the neurons in the final (Jth) processing layer, which di-

rectly map into the network output (Fig. 4.1, “modulator-gated decoder gain”):

h(J)
kt = gF

(
W(J)h(J−1)

kt + b(J)
)

, (4.2)

with F a rectifying nonlinearity (here a ReLU).

The strength of both encoder/decoder gain mechanisms adapts over time to fine-tune the

network’s operation on a new task. First, the coupling strengths c in the “labeled” en-

coding layer are optimized based on explicit feedback so as to maximize network perfor-

mance on the task (using backpropagation). Second, in the final layer the decoder gains g

are adjusted based on the correlation of neural activity with the modulator, following the

modulator-guided estimation rules proposed in Chapter 3:

g = 1
KT

∑
kt

m̄kth̄(J)
kt , (4.3)
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where m̄kt and h̄(J)
kt denote the mean-subtracted modulator and neural activity, respec-

tively.I Importantly, this rule is independent of stimulus or reward, and only requires the

modulator as a ‘key’ to identify responses of task-relevant neurons in the last layer. All

feedforward weights remain unchanged throughout this task-specific learning – their val-

ues are assumed to reflect a slower optimization process on a general set of tasks. The

task-specific adaptation is only applied to the modulation coupling strengths, cn, in the

encoding layer – a parameter set of size N1, compared to retraining of the full set of∑J−1
j=0 NjNj+1 network weights (N0 = denotes the input dimension). By concentrating

learning on the coupling strengths, fine tuning based on stochastic modulation can rely

on fewer training examples to robustly improve performance on the specific task at hand.

4.3 Fine-tuning MNIST digit recognition in the presence of dis-

tractors.

To validate the idea of a stochastic modulator guiding task-specific information flow in hi-

erarchical networks, we used task variations built around MNIST digit recognition. We

first defined a location-invariant version of digit recognition, in which downscaled MNIST

images are embedded in a noisy background, at different spatial locations (Fig. 4.2A; full

image size 28 × 28) and must be identified regardless of their position. We pretrained the

circuit on this ‘general task’, then used stochastic modulation to fine-tune the resulting

network to perform ‘specific’ tasks which involve binary classification of two specific dig-

its confined to one specific image quadrant, in the presence of randomly chosen distractor

I Correlations are computed from the fluctuations of the modulator and the neural responses at
the fast time scale t, integrated over the time scale of single trials, during which the stimulus is
constant.
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Figure 4.1 Network with stochastic modulation. A feedforward network with J layers maps input
images into categorical outputs. Neurons in the encoding layer have localized receptive fields (within
one of 4 image quadrants), while all other layers are all-to-all connected. A stochastic modulator
induces correlated gain fluctuations in the encoding layer, with neuron-specific coupling strengths cn

(“encoder gain”, green circles). Activities of neurons in the last layer are adaptively gated based on
within-trial correlations between the modulator and their stimulus-driven responses (“decoder gain”
blue circles).

digits appearing in the other three quadrants (Fig. 4.2B). Different instances of the spe-

cific task vary in the choice of the relevant digit pair and quadrant, but all are subtasks

of the general digit classification problem, and thus the information needed to solve them

should be present within the network after pre-training. However, since the network only

experiences digits in isolation during training, output neurons in the base network will

respond to the combination of task relevant and distractor digits. The objective of the

stochastic modulation refinement is to focus the readout on those neurons that carry the

task-relevant information.

We use a 3-layer feedforward network with stochastic modulation of activity in the encod-

ing layer, followed by an all-to-all connected “processing” layer, and a final “decision” layer
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Figure 4.2 Pretraining and fine-tuning. A) During pretraining, feedforward weights W(j) are opti-
mized (via backpropagation) on a general categorization task (here, location-invariant MNIST digit
classification), with the modulator disabled (i.e., set to zero). B) The network is fine-tuned for binary
classification of a specific pair of digits, localized within a specific spatial quadrant (here, ‘1’ vs. ‘7’ in
the upper left quadrant), in the presence of distractors. The feedfoward weights W(j) are held fixed,
and the modulator coupling strengths, cn are trained (via backpropagation). Output gains (blue) are
automatically adjusted based on correlation with the modulator (Eq. 4.3), without task feedback.

that maps into a categorical output (softmax). The encoding layer receives local informa-

tion about the input, with ‘receptive field’-like weights from one of four image quadrants.

The modulator has to isolate the subset of neurons that are target-relevant, which in this

simple architecture means neurons that encode both the task-relevant input quadrant and

whose responses differentiate the task-specified digit pair. The hypothesis is that learn-

ing will target the modulation specifically towards these neurons, and that the labeling of

their responses will propagate through the densely connected layer so that the modulator-

gated readout can adjust the decoder gain to help perform the task.

The unmodulated network was pretrained on a ‘generic’ recognition problem: identify
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a single digit at an arbitrary location within the image Fig. 4.2A. Weights were opti-

mized using conventional backpropagation with Adam (Kingma and Ba, 2015), using the

MNIST training set (modulator mkt = 0 and the gain terms g = 1). For details on hyper-

parameters and their optimization, please see Suppl. Sec. 4.7.1.1. The location and back-

ground noise of each image were drawn independently for each image, uniform for location

and using additive i.i.d. Gaussian pixel noise for the background (std=0.1, for image pixels

in the range [0, 1], training dataset includes 4000 images). The extent of pretraining en-

sures that the network reaches good performance on the 10-class digit classification; the

trained network also exhibits good performance on two-digit categorization at any loca-

tion, in the absence of distractors (Fig.4.3A), but falls to near-chance levels when distrac-

tor digits are introduced. During task-refinement, learning alternates between updating

the modulator coupling c by backpropagation, and updating the decoder gains g using

correlations estimated within a single trial (T = 100 − 500) according to Eq. 4.3. To sim-

plify the comparison to other forms of feedback-based learning and avoid any interactions

between intrinsic network noise and feedback-based learning, the network dynamics are

deterministic (modulator is held constant) during the backpropagation steps, and modu-

lator stochasticity is only introduced in the second step (mkt drawn i.i.d. from N (0, 0.1)).

Hence, the effects of modulation on the coupling gradients are indirect, via its effects on

the decoder gain.

To assess the effectiveness of this combined learning, labeling, and decoding procedure on

specialized task performance, we compared it to three alternatives. The first uses back-

propagation to relearn all feedforward weights (initializing from the pretrained weights),

which we term ‘retraining’ (m = 0, σ2
m = 0.0). The second uses an attention-like determin-

istic gain boost (“attentional modulator”), in which the feedforward weights are fixed, but

the responses in the encoding layer are amplified by scale factors learned via backpropaga-
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tion (m = 1, σ2
m = 0.0); since our procedure also includes a boost in mean responses, this

control provides a natural lower bound on the benefits of stochastic gain modulation.

4.3.1 Modulator label allows for efficient and effective fine-tuning

Evaluating the performance of different learning algorithms on example digit pair tasks

reveals systematic differences in the speed of learning, with the stochastic modulator out-

performing its competitors by a substantial margin (Fig. 4.3B). We quantified the sys-

tematicity of these observations across all tasks by measuring the initial slope of learning,

estimated with linear regression over the first 50 measurements (Fig. 4.3C), and by the

number of training examples required to reach an accuracy criterion of 70% (Fig. 4.3D).

These measures confirm that using a learned stochastic modulator to fine-tune the network

to the requirements of the new task is faster / requires less data than the other methods.

The complete retraining is generally much slower, presumably because it needs to tune a

much larger number of parameters. Importantly, the stochastic modulator generally im-

proves over the attentional modulator, despite the fact that the feedback-based part of

learning (the encoder gain c) is identical in the two conditions.

4.3.1.1 Modulator learns task-specific targeting structure

To better understand the nature of the adapted modulation solution, we linearly projected

the modulation strengths (after training on 400 examples) back into the pixel space, as a

means of visualizing which features in the input are enhanced via modulation (Fig. 4.4A).

The modulation is seen to preferentially affect localized patterns that reflect both com-

mon and distinct features of the two task-relevant digits, within the task-relevant quad-
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rant. This spatial specificity is expected, given that task structure requires that quadrants

containing distractors should be ignored, and given that the quadrant structure is explic-

itly mirrored in the encoding layer. However, we see additional structure that shows that

the learned modulator coupling is also targeting neurons with task-specific feature selectiv-

ity. In fact, further analysis shows that within the subgroup of spatially relevant neurons

there is a strong positive relationship between task-specific coupling strength and infor-

mativeness measured by |d′| (Fig. 4.4B).II The informativeness distribution are skewed,

with task informativeness concentrated in relatively small subpopulations of neurons that

are distinct across tasks (Fig. 4.4C). The learned coupling correspondingly changes across

tasks to reflect these differences in task informativeness (Fig. 4.4C: neurons that are more

informative in one compared to another task tend to also have higher coupling strength

in that task). This confirms that the task-specific targeting of modulation posited in the

original theory can be directly learned from experience.

4.3.1.2 Results generalize to deeper architecture

It seems likely that the initial modulator label might lose its specificity as it propagates

through many layers of distributed nonlinear processing. To test how intermediate levels of

processing affect learned stochastic modulation we extended the network introduced above

by an additional all-to-all connected processing layer. Repeating the experiments, we con-

firmed that our learned stochastic modulation still functions, even when the label needs to

propagate further (Fig.4.5A). The experiments on the new architecture qualitatively repro-

duced the speed and sample efficiency improvements of the stochastic modulator over al-

II Note that although |d′| is easy to compute across layers, it only provides a coarse measure of
informativeness by ignoring the effects of network nonlinearities. See Chapter 5 for an extended
discussion.
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ternative learning procedures (full characterization in Suppl. 4.7.1.2), but a direct compar-

ison between stochastic modulation in the 3- vs. 4-layer architecture does reveal a modest

slow-down of learning, despite the fact that baseline performance was statistically matched

between the two (Fig.4.5B, C).

4.3.1.3 Modulator targeting best if task information is concentrated in a subpopulation

Thus far, we have assumed that the primary effects of modulation are directed towards

the encoding layer of the network, but does that need to be the case? In principle, the

stochastic label should be most efficient when only a small fraction of the modulated pop-

ulation carries task-relevant information (see Chapter 1 Sec. 1.3.3 for intuition). In con-

trast, if this information were uniformly distributed across the entire layer, stochastic

modulation would not help at all. Hence, the presence of task-specific information bot-

tlenecks seems to be a critical consideration for deciding where to direct stochastic modu-

lation for maximum effect.

We vary the network architecture across two dimensions, sparsity and modulator place-

ment, to study the impact of localizing information about features in the input in different

ways (Fig. 4.6). Intuitively, we expect that sparse and localized connectivity will result in

features (e.g. locations) being represented in subsets of neurons, whereas broad or all-to-

all connectivity will make feature information less localized across neurons. Indeed, this is

the case in our simple networks: the informativeness distribution is substantially broader

in the processing (all-to-all connected) layer, compared to the encoding (Fig. 4.7A; |d′|

estimated using the task digit pair, for the pretrained network). In contrast, when both

layers have local connectivity, the information distribution in the processing layer is simi-

larly sparse as that of the encoding layer (Fig. 4.7D). Among only the neurons in the task-

123



relevant quadrant, the processing layer has more highly informative neurons, due to its

additional nonlinearities that allow for more specific feature selectivity (inset in Fig. 4.7D).

Putting these observations together with the idea that modulation should be directed to

the task informativeness bottleneck, we hypothesized that applying the modulation to the

processing layer should negatively affect the ability of the stochastic modulator to fine-

tune the network when the processing layer is all-to-all connected. The opposite should

hold when the processing layer weights are localized. We test these predictions in a four-

layer network. To avoid potential confounds caused by across-layer differences in the neu-

ral nonlinearities, we use ReLU(·) as the activation function in all layers, and modify first-

stage modulation in Eq. 4.1 as follows: h(1)
kt = ReLU

(
W(1)sk

)
exp

(
mktc − b(1)

)
. When

the processing layer is all-to-all connected, we find that directing the modulator towards

the encoding layer yields faster learning and better end performance (Fig.4.7B). Quantify-

ing the number of training examples required to reach criterion performance across tasks

reveals a systematic shift in the distribution across the two scenarios, confirming that early

modulation is preferable for this architecture (Fig.4.7C). Repeating the same analysis in

the architecture where both layers are spatially localized leads to the opposite conclu-

sion (Fig.4.7E-F). Here we find that performance is better if the modulator is injected

in the processing layer (Fig.4.7E), with results robustly reproduced across task instances

(Fig.4.7F). Overall, these results confirm our expectation that stochastic modulation is

most effective when directed towards bottlenecks of task-relevant information.

4.3.1.4 Seamless switching back to the general task and continual learning

One of the immediate appeals of gain modulation (either stochastic or deterministic) as

a mechanism for task-specific information routing is that, since the feedforward weights
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are unchanged, returning to original performance in the general task is instantaneous

(Fig. 4.8A). The combination of this capability and the increase in speed of learning makes

stochastic modulation a remarkably effective mechanism for adapting (and unadapting) to

specific tasks. In contrast, weight retraining alters the entire network in a way that cannot

be easily undone. The extent of these changes during task retraining depends on the task

itself and the training duration. In extreme cases, parameter retraining to restore initial

capabilities may take just as long as the original pretraining.

The stochastic modulator’s ability to quickly adapt to changing task circumstances may

also prove beneficial in continual learning situations, especially when switching between

tasks that share some task-relevant features. To test this idea, we continuously trained the

same network on a sequence of digit-pair categorization tasks that share a common loca-

tion as well as the identity of one of the two digits classes. In this case, we again find that

the stochastic modulation model generally outperforms both weight retraining and deter-

ministic gain boosts (Fig. 4.8B). Moreover, we see learning savings across episodes, with

the later tasks requiring fewer examples to reach plateau performance. We quantify this

effect by measuring the total number of trials required for criterion performance for tasks

2 and 3 in a 3-task sequence, for both continual learning and a control scenario where the

same tasks are learned in isolation directly after pretraining (Fig.4.8C). The distribution of

this measure of learning speed across different instantiations of the tasks is systematically

lower for continuous learning than isolated learning (Fig.4.8C). Hence, task fine-tuning

by stochastic modulation is even more effective during continual learning with across-task

overlap.
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4.3.2 Intermediate conclusion

In the numerical experiments presented here, we have used spatial locality as a convenient

knob for directly controlling the informativeness bottlenecks in the network. Nonetheless,

the mechanism also exploited informativeness in the shape of the relevant digits, whose

feature locality was inherited from pretraining on the general task. This confirms that the

idea of targeting task-relevant features is general, and applies to any aspect of the stimu-

lus that the network encodes. Two important principles guide placement of the modulator.

First, targeted layers should be task-specific representational bottlenecks (i.e. informative-

ness should be sparsely distributed in the population). Second, if multiple layers exhibit

such structure (as in the example of a locally connected processing layer), then placing the

modulator closer to the decision yields better performance, likely because the stochastic

modulator has to propagate through fewer layers, and/or because the learning signals are

also stronger when backpropagated through fewer layers (Srivastava et al., 2015). The

sparsity of feature representations is determined through complex interactions between

network architecture, statistics of the training data, and details of pretraining including

the algorithm and choices of regularization. Networks whose feature representations are

inherently localized in space, and across distinct channels may particularly benefit from

stochastic modulation. Biologically, such feature maps are ubiquitous in cortical sensory

processing. Spatially localized receptive fields with selectivity to different image features

have been discovered and studied throughout the visual hierarchy, and the sparsity of the

associated neural responses appears to be conserved in different areas (Rust and DiCarlo,

2012). Interestingly, Nienborg and Cumming 2014 find that V1 choice probabilities were

significantly larger for an orientation discrimination task than a disparity discrimination

task, suggesting that task-relevant feature maps are important for neurons to drive behav-
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ior.

To conclude, there is growing interest in the machine learning community in developing

more flexible, adaptive neural models. Attention mechanisms inspired by the brain have

already been shown to improve performance of deep learning models (Lindsay, 2020), but

both few-shot learning after distribution shifts and continual learning remain key open

problems. Current machine learning algorithms approach these problems from many dif-

ferent angles, from optimizing the network’s initial conditions for subsequent training (as

in MAML, see Finn et al., 2017b), to probabilistically detecting changes in the input dis-

tribution (Wang et al., 2021), or learning segregate representations across tasks to begin

with (Duncker et al., 2020; Kirkpatrick et al., 2017; Masse et al., 2018). Our model adds

the paradigm of stochastic modulation to this list, opening the door for new biologically-

inspired advances in machine learning.

4.4 Orientation discrimination of small localized gratings

We can use the modulated hierarchical network model to test the efficiency of the mod-

ulator in guiding information across processing stages in the experiments described in

Chapter 2 and generate new experimental predictions. To actualize this, we put special

emphasize on modeling known features of the visual processing hierarchy in the brain

and slightly adapt the previously introduced network architecture. The previously train-

able encoding layer of the network is replaced by a fixed V1-like set of localized oriented

filters, whose responses are then propagated through two processing layers of neurons

with increasing RF size, and finally read out by a decision stage (Fig. 4.9A; details in

Suppl. Sec. 4.7.2). To reflect previous experience, connections between stages following the
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encoding layer are again pre-trained (via backpropagation), to solve the general location-

invariant digit classification task (Fig. 4.9A), in the absence of the modulator. As a result

of this optimization the model is capable of discriminating complex visual features. Anal-

ogous to the V1 experiment, we use stochastic modulation to fine-tune this network to the

task of discriminating the orientation of local gratings (Fig. 4.1A). We first adjust the de-

cision circuit to the new data categories (10 possible orientations, see Suppl. Sec. 4.7.2 for

details). Then the network needs to perform a binary discrimination task involving two

orientations at a fixed location (Fig. 4.9C). As in the actual experiment, distractors are

placed at other locations in the image, something which the network has not encountered

during the previous episodes of learning.

The shared, stochastic gain modulation affects the encoding layer via its neuron-specific

coupling parameters (the encoder gain) and the responses of neurons in the last layer are

combined with the modulator-gated decoder gains gn, which tune the readout of the deci-

sion circuit to the specific task (as in Fig. 4.1A and Fig. 4.2B). Again the rationale of this

model is that if task-informative neurons can be modulator-labeled in the V1 stage, then

this labeling will be inherited downstream by exactly those neurons that receive their sig-

nal. Thus their co-variability can guide decoding at the decision layer.

4.4.1 Performance in simulations

We assess the efficiency of the modulator-based solution by comparing it again to two al-

ternative models, both of which adapt based on experience within the task, but differ in

their parameter complexity. At one extreme, we consider the system that relearns the con-

nection strengths between all layers de novo (“retraining”). At the other extreme, we con-

sider a fixed network that only relearns the final decision layer weights (“readout only”).
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Retraining all network weights requires many training examples to reach good performance

(defined as > 80% accuracy; Fig. 4.10A), likely due to the high dimensionality of the pa-

rameter space. Retraining only the readout results in poor performance, possibly because

the presence of distractors renders the pre-trained representation insufficient for effective

category discrimination. Compared to alternative models, fine-tuning the network via the

modulator substantially reduces the amount of task-training required to reach criterion

performance (Fig. 4.10A).

To disambiguate the effects of modulation on neural variability versus mean responses,

we compare to the attentional gain model which deterministically boosts the encoder gain

(Lindsay and Miller, 2018). We find that targeting of attentional gain modulation can be

learned faster than retraining all the connections, but it does not reach the same perfor-

mance as the stochastic modulator given limited training. This suggests that the separa-

tion of stimulus information and task relevance into two information channels, carried by

the mean and variance of neural activity, respectively, further enhances the separability of

the stimuli at the decision stage.

When investigating the properties of the learned solution, we find that in the encoding

layer the learned couplings are highest for the most task-informative neurons (5% highest

|d′|, Fig. 4.10B, see Suppl. 4.7.2.1 for details), similar to what we see in the data (Fig. 2.7).

Although the modulator only affects the responses of these neurons directly, we find that

informative neurons in the downstream processing layer are still preferentially correlated

with the modulator (Fig. 4.10C). This suggests that task relevance can indeed propagate

along the hierarchy in parallel to the stimulus information.
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4.5 V1 modulator label is preserved in downstream MT

The hierarchical model predicts that task-specific modulation introduced in V1 should la-

bel task-informative neurons in downstream areas. We look for signatures of such labeling

in simultaneously recorded MT activity included in some of the sessions. MT neurons are

known to receive direct input from V1 (Maunsell and Van Essen, 1983) and selectively

combine these afferents to construct their receptive field properties, such as motion selec-

tivity (Born and Bradley, 2005; Movshon et al., 1986). Their receptive fields are larger

and more complex, responding to localized gratings with different combinations of posi-

tion, speed and orientation (Movshon et al., 1986; Simoncelli and Heeger, 1998). Given

anatomical considerations, we expect correlated activity in V1 to drive MT to some ex-

tent. What is specific to our theory is the prediction that the degree of inherited modula-

tion should reflect the task informativeness of individual MT units.

We find that responses of individually recorded MT units that cover the two relevant stim-

ulus locations (Fig. 2.2A) vary in their task-informativeness (Fig. 4.11A) and show differ-

ent degrees of supra-Poisson variability (Fig. 4.12A), suggesting different levels of mod-

ulation (Goris et al., 2014). The two measures are correlated across the MT units, with

informative units having higher Fano factors (correlation coefficient of 0.48, p < 0.008).

To test whether the excess variability arises due to V1 modulation, we compared two

models of MT activity. The first is based on the visual stimuli alone (“SR”); it resem-

bles the V1 SR model, but includes stimulus drift direction (consistent with previous lit-

erature Movshon et al., 1986, drift direction did not have predictive power for the V1

units, see also Ruff and Cohen, 2016a, but it did have a strong effect on MT activity). The

second model additionally conditions on the (normalized) modulator extracted from the
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model fitted to the simultaneously recorded V1 units (“SR+V1 modulation”; Fig. 4.12B).

We verify the model fit over multiple cross-folds and find almost exclusively good model

fits quantified by a comparison to a constant rate model through the pseudo-R2 measure

(Fig. 4.11B). This is expected given that experimental stimuli were optimized to drive

the particular MT unit in a session. The inclusion of the V1-estimated modulator im-

proved the fit for 73% of the MT units (measured as difference in pseudo-R2, see Meth-

ods; Fig. 4.12C). Importantly, this effect is preferentially observed in task relevant units,

which show a significantly larger model fit improvement relative to the uninformative units

(t-test, p = 0.01; Fig. 4.12D).

While most V1 modulators extracted from the data show a strong targeting towards infor-

mative neurons (significant Spearman correlations between coupling and informativeness),

a few outliers do not. We look for differences between targeted and untargeted modulators

with respect to their predictability for MT. We find that only those V1 modulators that

are well targeted to informative neurons have predictive power for their respective MT

units (Fig. 4.11C); the few outlier blocks without structured targeting could not explain

MT variance. This could be because of differences in fit qualities where for some blocks

the estimated V1 modulator coupling is too noisy and hence does not reveal targeting and

also prevents modulator estimates precise enough to be predictive of MT. Alternatively,

the untargeted V1 modulators may reflect a different kind of shared noise in the popula-

tion that is private and not propagated to MT.

The fact that both V1 and MT units are co-modulated as a function of their task infor-

mativeness is consistent with our theory, but does not exclude alternative patterns of in-

formation flow, such as top-down influences of MT on V1, or independent modulation of

both areas from an external signal. To more directly address the nature of the modulation
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in MT we take advantage of a smaller set of MT population recordings (partly published

in Ruff and Cohen, 2016a). Despite the technical differences in recording procedure, this

data recapitulates the same overall statistics, with 60% of the MT units having a signif-

icant part of their variability explained by the V1-estimated modulator. When indepen-

dently extracting a modulator from the joint MT population responses (“SR+MT modu-

lation”), we find that this population model better explains individual unit responses than

the SR model (in 72 out of 73 blocks the modulated SR average fit is better, Suppl. 4.7.3).

The extracted modulator has mostly consistent statistics across stimulus contrast vari-

ations (see Suppl. 4.7.3) and has similar time constants as those separately extracted in

V1 (mean 61ms, s.d. 20ms). Lastly, there is a significantly positive correlation between

modulator coupling and informativeness across blocks (Pearson r= 0.24, p < 0.0001,

Fig. 4.13A), suggesting that the same structure seen in V1 is qualitatively replicated in

MT responses. Are these properties inherited from V1? We find that the cross-correlogram

of the V1 and MT-extracted modulators is maximal at a time lag that is consistent with

feedfoward propagation from V1 to MT (Fig. 4.13B), however, additional data and finer

temporal precision will be required to test the statistical significance of this relationship.

Altogether, our analysis of MT responses supports the idea that the modulation of task-

relevant neurons in V1 is shared with task-informative neurons in MT, allowing the propa-

gation of labeling information towards decision areas.

4.6 Discussion

Hierarchical processing of sensory information allows sequential building of complex sen-

sory representations, but also creates simultaneous sensory maps at different stages. As a

consequence different dimensions of sensory information are explicitely represented at one
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point and afterwards diffuse as new computations create representations along different di-

mensions. This has behavioral implications. Tasks that are based on information that is

localized at one stage, instead of spread across different representations, can be solved eas-

ier and faster (Posner and Presti, 1987). Schneider and Logan (2009) define task switch-

ing as the dynamic selection of a task (and its representation) among many available ones,

suggesting the switching between different available representations. However, given the

hierarchical form of processing, an area where a decision needs to be formed does not

physically connect to all previous representations of information. So how can information

still be accessed flexibly and with great precision?

We have proposed a framework enabling flexible behavior, in which stochastic modula-

tion adaptively and transiently fine-tunes the hierarchical processing of task-relevant fea-

tures, while retaining a stable network ‘backbone’ for general computation. The key idea

is that rapidly varying modulatory noise injected into the task-relevant subset of neurons

in an early processing layer propagates through the feedforward synapses together with the

primary stimulus information, and serves to guide the readout at the final decision stage.

The selection of targeted neurons is learned from trial feedback on the current task. We

explored the properties of this mechanism in multilayer feedforward networks trained on

variants of MNIST digit classification. We found that task specific targeting of the mod-

ulator can be learned from small numbers of examples, yielding substantially more effi-

cient task adaptation than attention-like deterministic gain modulation, or retraining of

the feedforward network as a whole. Moreover, we found that modulation is most effective

when injected into the layers in which task-specific information is concentrated in a small

fraction of the neurons.

We tested this fine-tuning mechanism in an orientation discrimination task that seems
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straightforward from the perspective of an ideal observer operating on V1 activity but be-

comes difficult for a downstream decision circuit that first, does not have ideal observer

knowledge about previous stages, and second only has access to task information after

it dissipates and combines with other irrelevant information across multiple stages of vi-

sual processing (see also Chapter 2). We show that targeted modulation in V1 allows both

stimulus identity and task relevance to be carried in parallel and guide readout at the

decision stage. In contrast, attentional gain boosts that combine both types of informa-

tion into mean responses are less effective, consistent with previous modeling observations

(Lindsay and Miller, 2018). Importantly, the changes introduced via the modulation are

task-specific and ephemeral, allowing the network to instantly disengage from the task,

and revert to the pre-task state by reducing the strength of the modulator. Finally, in the

experimental data we found evidence for the propagation of the modulator extracted from

V1 to informative neurons in downstream area MT, preserving the modulator label, as

suggested by the theory.

4.6.1 Source of the modulator and its targeting structure

Our theory is agnostic regarding the source of the modulator, the means by which it

is available to downstream circuits and the circuit mechanisms underlying its flexible

task-specific targeting. Dynamic changes in shared noise structure across tasks could

arise through either local circuit dynamics (Huang et al., 2019) or top-down mecha-

nisms (Bondy et al., 2018; Haefner et al., 2016), and later propagate to downstream re-

gions in parallel with the stimulus information. Given the sparsity of top-down connec-

tions relative to the full population size (at least, in V1), the reorganization of modulation

likely needs to involve local recurrent dynamics. The initial targeting could exploit the
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topographic organization of sensory codes present in some areas (in our experimental con-

text, orientation-specific columns in V1), modulating spatially-localized clusters of neurons

in V1. This has not been explored in the learning of the coupling here but it may reduce

the amount of experience-driven fine-tuning required as it could decrease the parameter

space.

4.6.2 Labeling for information processing in a hierarchy

We found that stochastic modulation signals injected early in a hierarchical network re-

mains reasonably effective in labeling and guiding decoding several stages later. This was

not a foregone conclusion: models of attention in deep convolutional networks for object

categorization have documented instances when attentionally-induced increases in activity

of early layers fail to propagate to decision circuits (Lindsay and Miller, 2018). Intuitively,

deterministic gain modulation intermingles information about the stimulus (the responses)

with information about task relevance (the gain), making it difficult or even impossible to

disentangle the two at later stages of processing (Liu et al., 2009). In contrast, the vari-

ability signal of the stochastic modulator is essentially orthogonal to the stimulus informa-

tion, and thus can serve as an accessible label for the relevant stimulus information, analo-

gous to the role of the carrier signal in FM radio transmission. We showed here that such

a label could propagate to and be used in downstream areas without further reliance on

topographic localization later on. If this kind of spatially localized modulation was indeed

an organizing principle of neural activity, it would predict that flexible decoding is most

effective for tasks relying on sensory features that are localized in some brain area where

they can then be labeled. In particular, a comparison of performance in tasks that rely

on such features against those that rely on features with spatially diffuse encoding would
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be expected to expose fundamentally different processing and learning strategies. In sup-

port of this, Nienborg and Cumming (2014) found that V1 neurons’ choice probability was

significantly larger for orientation discrimination than for disparity discrimination, sug-

gesting that V1 shows decision-related activity only if the task features are localized in the

columnar organization. Moreover, in a task involving higher order features, Koren et al.

(2020) found neural variability was high in V4, but not V1 suggesting that the modulator

could target later stages of processing depending on the task. Future work is needed to de-

termine the neural mechanisms that determine the location and form of targeting across

tasks.

4.6.3 Limitations and future work

In the examples presented here, learning the targeting relies on backpropagation of er-

ror signals, which is not only biologically-unrealistic but also has the practical disadvan-

tage that the learning signals get weaker as the depth of the network increases (Srivas-

tava et al., 2015). This is a common problem in training of deep and convolutional neu-

ral networks, where clever architectural additions such as skip connections provide a way

of speeding up learning (He et al., 2016; Huang et al., 2017). In the specific context of

stochastic co-modulation we have the advantage that we only need to update the modula-

tor couplings, and the intermediate backpropagation signals do not need to be represented

explicitly. As such, it should be possible to train a separate network to directly gener-

ate the required signals in parallel to pretraining (since the backpropagation operations

are architecture-specific, but not task-specific), similar to synthetic gradients (Jaderberg

et al., 2017; Marschall et al., 2020). Once the learning signal is available in the modulated

circuit, the update of individual modulator strengths is local and Hebbian in form, so it
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could be implemented with synaptic plasticity.

The simple MNIST task performed by a 3-4 layer network here illustrated well that the

modulator label can pass more than one or two layers but is insufficient to test propaga-

tion across many stages. It also limits the number of representations that may form in the

network and consequently does not allow to study the optimal placement of the modulator

beyond the second layer (first processing stage).

4.6.4 Outlook

The theoretical considerations and experimental evidence presented here suggest that the

primary mechanism for task-specific information routing in the brain could be structured

covariability, rather than increases in response amplitudes. It is likely that both processes

contribute to the behavioral improvements we typically attribute to attention, with boosts

in mean responses serving to improve the initial encoding of the stimulus, and targeted

covariability facilitating task-specific signal transmission and decoding.
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4.7 Supplement

4.7.1 Hierarchical information propagation with learned stochastic modula-

tion

4.7.1.1 Training

The loss for pretraining and task fine-tuning is defined by the crossentropy function with

10-categories and parameters were optimized using backpropagation with Adam (Kingma

and Ba, 2015). The learning rate for pretraining is 1e−4 with a batch size of 200 images

and 20 batches used for training (resulting in a total of 4000 images).

For the task-training, the batch size is reduced to 2 images, to allow testing performance

in the low-sample regime. The total number of batches may vary and is specified in each

main text figure. The modulator-coupling learning (stochastic or attentional modulator)

is stable for a learning rate of 1e−3 to 1e−4 (Fig.4.14). We use the slower learning rate

of 1e−4. Given the small batch size and the many parameters that need to be adjusted,

similar learning rates lead to unstable learning trajectories for retraining (Fig.4.14). We

optimized the retraining learning rate hyperparameter so as to achieve stable learning,

measured by the variance of the across-runs final performance. We used a grid search with

log-spacing and found that a learning rate of 1e−6 provided a low-variance learning per-

formance similar to that of pretraining and modulator based learning at their respective

learning rates (measured in % correct, see Fig.4.14). For the task-learning there is an L1-

norm penalty term applied to weights and coupling (λ = 0.1). For the modulator learning,

the coupling parameters where initialized i.i.d. from the uniform distribution [0.9, 1.1].
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4.7.1.2 Architectural variations

Here we provide an extended comparison of the 3-layer vs. a 4-layer networks (extensions

of Fig. 4.5 in the main text). We trained both networks on the same 10 tasks, differing

by digit pair and ran 10 experiments for each, differing by random seed. A direct com-

parison between the two architectures shows that the initial learning slopes and baseline

performance for the stochastic modulator are very similar across the two architectures

(Fig.4.15). Nonetheless, the 4-layer network tends to require more training to reach the

criterion of 70%. The two networks’ learning slopes, baseline performance and training to

criterion correlate across tasks and simulations , e.g. those tasks that require more train-

ing in the 3-layer network also require more training in the 4-layer network (see Fig.4.16).

4.7.2 Fine-tuning to orientation discrimination

We use a 4 layer artificial neural network that maps an image stimulus with 3136 pix-

els to one out of 10 categories, corresponding to digits ‘0’ to ‘9’, or different orientations.

The first encoding layer includes 2560 neurons, whose receptive fields are fixed and mod-

eled as Gabor filters, with varying location and orientation uniformly distributed across

space (16x16 spatial grid) and phases (10 orientations). The responses of these neurons

propagate through two processing layers with 9000 and 7840 neurons, respectively, with

spatially-local connections between layers. Responses in the second processing layer then

map into the 10 task categories (fully connected). Neurons in the initial encoding layer

have an exponential nonlinearity, to match the single layer decoding theory. Processing

and decision layers use a more traditional rectified linear nonlinearity (ReLU).

The modulator affects encoding neurons through coupling terms cn, which modulate the
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neuron’s stimulus-dependent responses, as described above for single layer decoding (but

without the Poisson noise).

h
(0)
n,t = exp

(
w(0)

n s + mtcn

)
, (4.4)

where h
(0)
n,t is the activity of neuron n in the encoding layer, w(0)

n are the weights from the

input to this neuron. Neurons in the last processing layer include a gain term gn that mul-

tiplicatively scales their activity up or down, before it is read out by the decision layer:

h
(2)
n,t = gnReLU

(
w(2)

n h(1)
t + b(2)

n

)
, (4.5)

where b(2)
n is a neuron-specific bias, optimized together with the weights w(2)

n during pre-

training. The gain gn is strictly positive and it is learned using the same MG correlation

rule (Eq. 4.3).

There are three stages of learning. First, we pre-train the network weights (i.e. the con-

nection weights of processing layers, w(1)
n and w(2)

n and the decision layer readout w(3)
n ) to

solve a digit classification task (locally placed MNIST digits (LeCun and Cortes, 2010)

with image presentation and pixel-specific i.i.d. additive Gaussian noise on the back-

ground). In this stage the modulator is disabled (set to zero) and all gain terms are set

to their default value, gn = 1. Second, we keep network processing fixed, and train a new

decision layer for orientation discrimination (10 orientation categories). During this stage,

the input consists of images that include a single, local oriented grating at various posi-

tions on the screen (14x14 possible positions on the 16x16 grid, outer-most positions ex-

cluded) with background noise. Third, during the task condition we refine the resulting

circuit to perform orientation discrimination in the presence of distractors. Specifically, we
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set a fixed task location where one of two oriented gratings are shown and need to be dif-

ferentiated, while varying distractor gratings are shown at other locations. The modulator

is active; At the time scale of stimulus presentations, it is set to a constant value of m = 1

and the coupling strengths cn are optimized by backpropagation to solve the task. How-

ever, at its own fast time scale t, the modulator varies with 100 time points per stimulus

presentation and is modeled as independent Gaussian draws mt ∼ N (0, 0.1) (“stochastic

modulator”). These fluctuations are then used to adapt the gains in the last processing

layer in response to the modulator.

We compare the performance of our model (“stochastic modulator”, 2560 parameters for

backpropagation, 7840 parameters using MG gain adjustment as in Eq. 4.3) to three con-

trols. The first allows full retraining of all connections in the network (“retraining”, 256690

parameters). Second, only retrains the decision layer weights (“decision layer retraining”,

78410 parameters). In both of these approaches the modulator is still zero and the gain

terms unused. Third, all network weights are fixed, but the modulator is active m = 1

and the modulator coupling cn are optimized for the task (“attentional modulator”, 2560

parameters).

4.7.2.1 Informativeness analysis:

We assess the informativeness of neurons in the pretrained network using the task stim-

uli (oriented grating at task-location with distractor gratings at other locations and back-

ground noise). We quanitfy informativeness again using |d′| = | µ1−µ2√
0.5(σ2

1+σ2
2
| where µ1/2

are the mean responses to each task category respectively, and σ2
1/2 is the variance in re-

sponses due to the distractors and the background noise.

141



4.7.3 Extension on MT population analysis

The modulated SR model is fit to a population of 24 units. The SR model includes direc-

tion and contrast. The fit of the SR model is good across all blocks compared to a con-

stant rate model (4.17A). The modulator further improves this fit in all but one block

(4.17B). The modulator is not significantly dependent on the stimulus contrast in 72% of

blocks (4.17C). For the other 28% of blocks the modulated SR model does not manage to

separate stimulus response and the modulator. We exclude those blocks from the analysis

to avoid confounds.
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Figure 4.3 Performance comparison. A) Average performance (% correct) after pretraining, for dis-
criminating digit pairs at any location without distractors. B) Two-digit classification accuracy for two
example pairs. Grey dot indicates the baseline performance of the pretrained network. Lines represent
averages over 10 simulations for each learning procedure. C) Number of training examples required
to reach a criterion performance of 70% accuracy for the modulator-dependent methods compared
to training needed when retraining all weights. D) Initial slope of performance improvement during
learning over different two-digit classification tasks, relative to that of retraining. Slopes are estimated
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Chapter 5

Conclusion

Constructing neural representations is a fine balancing act between stability and plasticity:

the brain is able to quickly adapt to new task demands, while maintaining performance in

previous contexts. How is this accomplished? Resource constraints prevent the construc-

tion of de novo representations for each new task, while reorganization of existing synapses

runs the risk of catastrophic loss of previous capabilities (Fusi et al., 2005; Kirkpatrick

et al., 2017; Masse et al., 2018). Instead, the brain seems to achieve its balance by dynam-

ically altering the flow of information through circuits, while keeping plastic changes to a

minimum. The neural mechanisms of this process are not fully understood, but dynamic

gain modulation is a ubiquitous aspect of neural activity (Carandini and Heeger, 2012;

McCormick et al., 2020) and seems likely to play a critical role (see Chapter 2).

In Chapter 3 we introduced a novel theory where a stochastic top-down modulatory sig-

nal induces shared variability in neural responses and provides an information channel that

carries a label for task relevance. This task-relevance channel is separate from but coexists

with the stimulus-information channel carried by the strength of activity. By separating

the encoded information from the task relevance, both can propagate through several pro-
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cessing stages and provide the components required for decision making downstream, as

illustrated in Chapter 4. We uncovered evidence for this labeling scheme in neural record-

ings obtained from non-human primate areas V1 and MT, while the animals switch be-

tween local orientation discrimination tasks at different spatial locations (Ruff and Cohen,

2016a,b). In Chapter 2, we found that recorded population activity in V1 exhibits fluc-

tuations consistent with a shared modulator that preferentially targets task-informative

neurons. In Chapter 3, we demonstrated through simulations that this can act as a func-

tional label that guides decoding. We show in the V1 data that such “modulator-guided

decoding” can be learned within just a handful of trials, facilitating fast readout from the

population. By studying stochastic modulation in an artificial neural network model of the

visual hierarchy in Chapter 4, we demonstrate that task information can be read out using

the modulator label after multiple stages of processing and with minimal amounts of task-

specific feedback. As predicted by the theory, we find that the modulatory signal extracted

from the V1 population also modulates MT units and that task-informative MT units are

most strongly modulated. These results support the hypothesis that the task-specific la-

beling is propagated through the visual hierarchy, facilitating downstream decisions and

actions.

5.1 Outlook on future experimental work

The proposed role for modulation in flexible information routing presented here still leaves

several open questions to be explored in future experimental and theoretical work. In

order to shed light on the origin and mechanistic details of the modulation and its task-

specific targeting structure, additional experiments are required. We here presented results

that suggested that the modulator might propagate feedfoward from V1 to MT (see Chap-
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ter 4). However, whether the modulator fluctuations themselves originate in a primary

sensory area like V1, due to local circuit dynamics, or whether they are caused by a dif-

ferent modulatory brain area, such as thalamic nuclei that integrate sensory and top-down

information (Purushothaman et al., 2012; Sampathkumar et al., 2021), requires careful

experimental evaluation. For instance, Zénon and Krauzlis (2012) showed that superior

colliculus (SC) inactivation disrupts the behavioral benefits of attention while keeping

mean rate increases intact. One prediction of our theory would be that SC instead is in-

volved in setting up the modulator label. Evidence for this hypothesis would be given if

the inactivation of SC does cause interference with the modulator, for instance a decrease

or strong increase in strength, or a weakening of its targeting structure (see theoretical

results in Chapter 3). This would then suggest a key role of superior colliculus in the mod-

ulatory tagging mechanism. Once a potential source for the modulator is identified, theo-

retical predictions regarding the overall modulator strength could be tested. Specifically,

the finding that both too weak or too strong a modulation negatively impacts performance

by disrupting decoding/encoding precision (see Fig. 3.1) predicts negative behavioral ef-

fects when experimentally manipulating the modulation (e.g. shutting it off or strongly

increasing it).

Learning the task-specific targeting structure likely requires input from brain areas in-

volved in reward evaluation, additionally to local circuitry. One possible regulatory knob

may be inhibition to the circuitry, which has been shown to change low-dimensional dy-

namics in a population (Huang et al., 2019). However, it is unclear whether these dy-

namics can create modulation that is task-specific and targeted. Specifically, two dimen-

sions remain to be explored to understand modulator targeting, the spatial scale and the

temporal scale. Regarding the spatial dimension, here we evaluated targeting at the sin-

gle neuron level, but neural modulation tends to be broader in space (Shine et al., 2021),
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suggesting a smoother targeting profile, so that groups of spatially localized neurons are

modulated similarly. This could be a limitation for the precision with which information

can be labeled. However, it could also act as a spatial regularizer to support the learning

process, for instance if the spatial smoothness is matched to the spatial scale of the feature

map present in the targeted brain area (such as orientation and space in V1). Regarding

the temporal dimension, in order to better understand the dynamics of learning the target-

ing, how quickly targeting can emerge and change with task demands, future experiments

could provide insight by tracking large populations across learning. Finally, there may be

interesting interactions between spatial and temporal scale, for instance, it may be that a

coarse reorganization of the modulator targeting happens fast, while a finer reorganization

requires more extensive learning in the task. One important consideration when study-

ing targeting is the importance of diverse populations as the precise scale of the targeting

structure can only be studied if a variety of neurons (both informative and uninformative,

strongly and weakly active) are included (for a more detailed discussion on the importance

of diverse population recordings see Chapter 3).

Here we have provided evidence for targeted modulation in V1 and MT. Future experi-

ments may address the question of whether this label is still found in higher order areas

and how it’s strength and precision changes. Experimental manipulation of shared noise

structure at varying stages of processing may shed light on the behavioral importance

of the modulator label. Specifically manipulating at early versus late stages could help

to determine, how early in the hierarchy the label for a particular task first emerges. In

a follow-up, there may be primary and secondary behavioral effects of neurally disrupt-

ing the modulator label, for instance, if the label is applied early but reinforced/reapplied

later.
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5.2 Outlook on future theoretical work

Similarly, on the theoretical side many open questions remain. Chapter 4 illustrated how

the modulator label may propagate across several nonlinear processing stages, but it re-

mains to be shown what the limits are on the number of stages that can be passed and

what type of processing conserves or breaks the fluctuations. Here we showed that the op-

timal placement of the modulator in the network here is closely linked to the emergence of

sparsely informative representations and an information bottleneck. If the modulator tar-

geting strongly relies on this type of representations, two predictions can be formed. First,

it may be limited or altogether impossible to apply a label in tasks for which there exists

no sparse representation in the brain. Second, different tasks relying on different feature

maps may require the modulator to be targeted to different brain areas. In order to study

modulation in a network with different representations at different stages, we need to move

to more complex, naturalistic tasks, that justify and can train deeper architectures.

Deeper hierarchical networks would also allow studying dependencies between the net-

works parameters and the depth of the network. For instance, it is possible that the op-

timal modulator mean and variance varies with the number of processing layers that need

to be passed. Similarly, the effect of multiple nonlinear processing stages on the effective

informativeness of neurons requires further study. We used |d′| as a measure for neural

informativeness, but the hierarchical setting requires taking into account the processing

stages that follow an area. This complicates the quantification of informativeness due to

the interactions between many neurons.

Finally, continual learning and biologically realistic learning of the targeting structure are

two important directions for future work. Studying the modulator targeting in an online
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learning context, where the network is fine-tuned for one task after another, will test the

capacity and continuous flexibility of the mechanism. In Chapter 3 we outlined how the

modulator-guided decoding could be learned with more biologically plausible eligibility

traces, however, learning the modulator targeting in Chapter 4 still relies on backpropa-

gation. Different approaches to learning modulation terms without detailed error prop-

agation have been proposed in the literature. For instance, Stroud et al. (2018) learn a

neuron-specific modulation via reward-based learning rules to modulate M1 movement

controls, and Naumann et al. (2021) use a recurrent neural network trained on the feed-

forward network’s input and errors to modulate the readout. Additionally local approxi-

mations to backpropagation may be employed by the brain to change weights in deep net-

works (Lillicrap et al., 2020). In the case of our targeted stochastic modulation, identify-

ing more biologically plausible learning mechanisms will likely require experimental data

that can provide additional constraints on possible origins of the modulator and on the

temporal and spatial scale of learning the targeting.

5.3 Limitations and challenges

5.3.1 Beyond binary discrimination tasks

Our decoders are designed for a discrimination (as opposed to estimation) task because

the experiments showing task-specific modulation have been done with binary discrimina-

tion tasks. In principle, it might be possible to extend this framework to estimation, which

also entails learning to appropriately weight informative neurons while ignoring uninforma-

tive ones. Modulator-labeling should prove useful in this context, although the details of

the decoder will likely change. More generally, labeling of task-information could facilitate
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decoding whenever there exists a small subpopulation of neurons that carry this informa-

tion. A single modulator’s induced variability, however, may not be sufficient if informa-

tion is broadly distributed across a population. For instance, one may imagine a multi-

category classification task where informativeness of a neuron is not as clearly defined (a

neuron’s response could strongly signal the boundaries of one category to another but not

show differences for other boundaries). Informativeness therefore is more diffuse, the more

categories are involved and the advantage of a single label may decrease. Another theoret-

ical strategy could be to employ different modulators, either per category or per category

comparison. Several challenges may emerge here. First, there may be cross-talk between

modulators and a biological limit to how many modulators may coexist and still allow

reliable targeting that can be read out at later stages. Second, the targeting structure of

several modulators quickly increases the dimensionality of the learning problem. Thirdly,

different modulators would potentially need to be available to the read-out area in order to

identify labeled neurons.

5.3.2 Fine versus coarse discrimination

The experiments in Chapter 2 involved fine discrimination of only a few 10s of degrees dif-

ference in orientation of a small localized grating. A coarse discrimination of orientation

differences or substantially larger stimuli may recruit larger subpopulations of informative

neurons and allow simpler decoding mechanisms such as the sign-only decoder or the rate-

guided decoder to work well enough (see Chapter 3).
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5.3.3 Cued tasks

Here we studied a blocked task design, which suggests a training pattern where the sub-

ject learns a task A, followed by task variations B, C, etc. and then learns to switch be-

tween them. A mixed task design where a cue indicates quick contextual task changes

could answer questions on the capacity of circuits for building up and maintaining mul-

tiple task-specific modulators in parallel, and whether they could be employed as needed

and directed by the cueing signal.

5.3.4 Task hierarchies

In Chapter 4 we considered learning the modulator’s task-specific targeting structure for

a general network with (fixed) pre-trained connectivity. We also gave an example of learn-

ing several tasks in continuation, one after the other, if those tasks share a common fea-

ture (here one digit and the task-relevant location). While here we found that learning the

modulator targeting profited from previous task-learning, this does not necessarily have to

be the case if the tasks have no similarity or even employ orthogonal populations of units.

More broadly, given a hierarchy of tasks that are more or less similar with respect to the

neural subpopulations that they engage, a prediction of our theory could be that those

tasks that share informative neurons in the targeted population should have lower switch-

ing costs. Tasks that require very different feature maps, represented by different neural

populations or brain areas, would even require a change in modulator targeting across ar-

eas. Given the unclear source of the modulator, it is not possible to make precise predic-

tions regarding difficulty of such across-area changes, compared to within area changes.

However, psychophysical experiments of switching between task-features represented by
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different areas vs switching between task-features represented within an area by different

subpopulations, could be a helpful direction for constraining the mechanisms of the modu-

lator and how targeting may be learned/switched.

5.4 Broader impact

To conclude, the lack of a biologically plausible theory of neural decoding strongly limits

our understanding of neural computation. Resolving the puzzle of how sensory informa-

tion is routed through brain regions and extracted to perform specific tasks is critical for

the study of sensory and cognitive dysfunction that involve decision making or attention,

as well as clinical applications such as brain-computer interfaces (BCI) (Andersen et al.,

2004). For example, our theory predicts that the strength of modulation is key for whether

it can facilitate decoding or be detrimental (see Chapter 3). Hence, there might be a sen-

sitive equilibrium, and abnormalities in shared variance (e.g. abnormal strength of oscil-

latory activity) could result in dysfunctions. The theory outlined here could potentially

guide the study of such dysfunctions in a new direction, taking into account shared vari-

ability. Moreover, flexible task-dependent information routing in hierarchical networks is

an unsolved problem in the rapidly-expanding field of machine learning and poses a funda-

mental obstacle for achieving adaptive artificial systems. Here we identified several key

ingredients for labeling and using task-information in a hierarchical network, that may

support flexibility in artificial systems as well. Our work provides a new conceptual frame-

work for flexible decoding and information routing, and proposes a plausible solution for

the brain, supported by both physiological data and computational theory.
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