Impression learning: Online representation learning with synaptic plasticity
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Abstract

Understanding how the brain constructs statistical models of the sensory world remains a longstanding challenge for computational neuroscience. Here, we derive an unsupervised local synaptic plasticity rule that trains neural circuits to infer latent structure from sensory stimuli via a novel loss function for approximate online Bayesian inference. The learning algorithm is driven by a local error signal computed between two factors that jointly contribute to neural activity: stimulus drive and internal predictions — the network’s ‘impression’ of the stimulus. Physiologically, we associate these two components with the basal and apical dendrites of pyramidal neurons, respectively. We show that learning can be implemented online, is capable of capturing temporal dependencies in continuous input streams, and generalizes to hierarchical architectures. Furthermore, we demonstrate both analytically and empirically that the algorithm is more data-efficient than a three-factor plasticity alternative, enabling it to learn statistics of high-dimensional, naturalistic inputs. Overall, the model provides a bridge from mechanistic accounts of synaptic plasticity to algorithmic descriptions of unsupervised probabilistic learning and inference.

1 Introduction

Sensory systems are faced with a task analogous to the scientific process itself: given a steady stream of raw data, they must extract meaningful information about its underlying structure. Because the true underlying structure of the data is rarely accessible, this “representation learning” must be largely unsupervised. Framing perception in the language of Bayesian inference has proven fruitful in perceptual and cognitive science [1–4], but has been difficult to connect to biology, because we still lack a satisfactory account of how the machinery of Bayesian inference and learning is implemented in neural circuits [5, 6].

Past work includes several examples of circuits that simultaneously learn a top-down generative model of incoming stimuli and perform approximate inference with respect to these models. These differ in the nature of the approximation, from maximum a posteriori estimation [7], to efficient population codes that embed prior structure [8] to either parametric [9, 10] or sampling-based [11] variational inference. Learning generally takes the form of optimizing a probabilistic objective, either by backpropagation [9,10] or through local parameter updates, which match biological learning more

We assume that stimuli are generated by a system that aims to learn a generative model of the temporal sequence of sensory processing. In subsequent sections, we will write a loss function for this general latent feature extraction objective, and show how local modifications at apical and basal synapses can perform approximate gradient descent on a novel unsupervised loss function, along with detailed analyses of the biases induced by this approximation. We explore the empirical and mathematical relationships between IL and three other methods: backpropagation (BP), the Wake-Sleep (WS) algorithm, and a specific form of neural variational inference (NVI). We further demonstrate that IL scales to naturalistic stimuli and multilayer network architectures.

2 Probabilistic inference and local learning in a recurrent circuit

We construct a network of neurons that aims to learn a generative model of the temporal sequence of stimuli that it receives, \( p_m(r, s) = \prod_{t=0}^{T} p_m(r_t, s_t | r_{t-1}) \), in which \( s \) represents stimuli in an input layer. The latent variables \( r \) are not defined by a physical model of the stimulus environment, but are learned in an unsupervised manner to provide the best generative explanation of stimuli received. We assume that stimuli are generated by a true probability distribution \( p(s | z) \), where \( z \) corresponds to the first layer of neural activations in an early sensory layer, and vector \( z \sim p(z) \) corresponds to the environmental factors which jointly caused that activity. Because learning is unsupervised, we do not enforce explicit correspondence between the internal and true latent features, \( r \) and \( z \), only a correspondence between model predictions and ground truth stimuli. We also assume that the network performs online inference with respect to its model, inferring the corresponding latent cause \( r \) using Bayes’ rule: \( p_m(r | s) = \frac{p_m(r, s)}{p_m(s)} \). Because the network won’t, in general, be able to explicitly calculate Bayes’ rule, we will assume that the network learns an approximate inference distribution \( q(r | s) \), which it attempts to bring ‘close’ to \( p_m(r | s) \). This joint process of learning and inference, known as Bayesian latent feature extraction, provides a general framework for conceptualizing early sensory processing in the brain [5]. In subsequent sections, we will write a loss function for this general latent feature extraction objective, and show how local modifications at apical and basal synapses can perform approximate gradient descent on this loss.

Loss function

The loss function that we propose will produce a learning algorithm where neurons alternate between sampling from the model, \( p_m \), and performing approximate inference according to \( q \) in response to real stimuli received from \( p(s | z) \). This alternation will allow the network to learn online in a way that minimally perturbs the continuity of perception. First, consider two families of hybrid probability distributions, which we denote in shorthand \( \hat{q}_\theta \) and \( \hat{p}_\theta \):

\[
\hat{q}_\theta = \prod_{t=0}^{T} \hat{q}_t(r_t, s_t | z_t, \lambda_t; \theta) = \prod_{t=0}^{T} \left( \frac{q(r_t | s_t; \theta_q) p(s_t | z_t)}{p_m(r_t, s_t | r_{t-1}, \lambda_t; \theta_p)} \right)^{\lambda_t} p_m(r_t, s_t | r_{t-1}, \lambda_t; \theta_p)^{1-\lambda_t}
\]

\[
\hat{p}_\theta = \prod_{t=0}^{T} \hat{p}_t(r_t, s_t | z_t, \lambda_t; \theta) = \prod_{t=0}^{T} \left( \frac{q(r_t | s_t; \theta_q) p(s_t | z_t)}{p_m(r_t, s_t | r_{t-1}, \lambda_t; \theta_p)} \right)^{1-\lambda_t} p_m(r_t, s_t | r_{t-1}, \lambda_t; \theta_p)^{\lambda_t},
\]

where a collection of binary random variables \( \lambda_t \) determines whether, at a given time step, sampling occurs due to \( q(r_t | s_t; \theta_q) p(s_t | z_t) \) or \( p_m(r_t, s_t | r_{t-1}, \lambda_t; \theta_p) \), and the full parameter space is denoted

\[\text{Code provided at: https://github.com/colinbredenberg/Impression-Learning-Camera-Ready}\]

\[\text{We use the shorthand notation ‘s’ to refer to the } N \times T \text{ matrix of stimuli across time.}\]
\[ \theta = [\theta_p, \theta_q] \]. We define an objective of the form:

\[
\mathcal{L} = \mathbb{E}_{\lambda, z} [KL(\tilde{q}_\theta || \hat{p}_\theta)]
\]

\[
= \mathbb{E}_{\lambda, z} \left[ \int [\log \tilde{q}_\theta - \log \hat{p}_\theta] \tilde{q}_\theta \; dr ds \right].
\] (2)

This loss provides a generalization of the widely-used evidence lower bound (ELBO), which corresponds to the case \( \lambda_i = 1 \) \( \forall t \). Importantly, we can show that \( \mathcal{L} = 0 \) if and only if \( q(r_t|s_t; \theta_q)p(s_t|z_t) = p_m(r_t, s_t|z_{t-1}, \lambda_t; \theta_p) \) \( \forall t \). If this equality were achieved, it would also imply \( p_m(r,s) = q(r(s)p(s|z) \). However, this absolute minimum will not be achievable unless \( z_t \) is deterministic, because \( p_m(r_t, s_t|z_{t-1}, \lambda_t; \theta_p) \) has no dependency on the latent variables in the environment. Thus, our goal is inherently unachievable, and different choices of \( p(\lambda_t) \) and network architectures may lead to different local minima. However, each choice will incentivize learning a close correspondence between these distributions, and an approximation to gradient descent with respect to any choice will lead to local synaptic plasticity rules, making this objective particularly interesting for the computational neuroscience community.

**Update derivation** We begin by taking the gradient of our new loss w.r.t. \( \theta = [\theta_q, \theta_p] \):

\[-\nabla_\theta \mathcal{L} = -\nabla_\theta \mathbb{E}_{\lambda, z} \left[ \int [\log \tilde{q}_\theta - \log \hat{p}_\theta] \tilde{q}_\theta \; dr ds \right]
\]

\[-\nabla_\theta \mathcal{L} = -\mathbb{E}_{\lambda, z} \left[ \int [\nabla_\theta (\log \tilde{q}_\theta - \log \hat{p}_\theta)] \tilde{q}_\theta \; dr ds + \int [\log \tilde{q}_\theta - \log \hat{p}_\theta] \nabla_\theta \tilde{q}_\theta \; dr ds \right],
\]

where the second equality follows from the product rule. Both integrals are analytically intractable, but if we can write both as expectations, they can be approximated by averaging over samples of \( r \) and \( s \). To accomplish this, we note that \( \nabla_\theta \tilde{q}_\theta = \nabla_\theta e^{\log \tilde{q}_\theta} = [\nabla_\theta \log \tilde{q}_\theta] \tilde{q}_\theta \), which allows us to rewrite our expression as an expectation over \( r \) and \( s \):

\[-\nabla_\theta \mathcal{L} = -\mathbb{E}_{\lambda, z} \left[ \int [\nabla_\theta \log \tilde{q}_\theta - \nabla_\theta \log \hat{p}_\theta] \tilde{q}_\theta \; dr ds + \int [\log \tilde{q}_\theta - \log \hat{p}_\theta] (\nabla_\theta \log \tilde{q}_\theta) \tilde{q}_\theta \; dr ds \right].
\]

We also observe that \( \int [\nabla_\theta \log \tilde{q}_\theta] \tilde{q}_\theta \; dr ds = \nabla_\theta \int \tilde{q}_\theta \; dr ds = \nabla_\theta 1 = 0 \), allowing the elimination of two terms:

\[-\nabla_\theta \mathcal{L} = \mathbb{E}_{\lambda, z} \left[ \int [\nabla_\theta \log \tilde{q}_\theta] \tilde{q}_\theta \; dr ds + \int [\log \frac{\tilde{q}_\theta}{\hat{p}_\theta}] (\nabla_\theta \log \tilde{q}_\theta) \tilde{q}_\theta \; dr ds \right]
\]

\[= \mathbb{E}_{\lambda, z} \left[ \int [\nabla_\theta \log \tilde{q}_\theta] \tilde{q}_\theta \; dr ds + \int \left[ \frac{\tilde{q}_\theta}{\hat{p}_\theta} - 1 \right] (\nabla_\theta \log \tilde{q}_\theta) \tilde{q}_\theta \; dr ds \right]
\]

\[= \mathbb{E}_{\lambda, z} \left[ \int [\nabla_\theta \log \tilde{q}_\theta] \tilde{q}_\theta \; dr ds + \int (\nabla_\theta \log \tilde{q}_\theta) \tilde{q}_\theta \; dr ds \right].
\] (3)

The approximation in the second line comes from a Taylor expansion of \( \log \frac{\tilde{q}_\theta}{\hat{p}_\theta} \) about 0, i.e. when \( \frac{\tilde{q}_\theta}{\hat{p}_\theta} = 1 \) (which introduces a bias to the parameter updates that we examine analytically in Appendix A). This expansion is the core of our derivation, and not all algorithms take this approach: for this reason, in Appendix B and C we show how the properties of our algorithm compare to alternatives (NVI*, BP, or WS).

At this point, we have not yet defined \( p(\lambda) \). We’ll assume that \( \lambda_0 \in \{0, 1\} \), that \( p(\lambda_0 = 0) = p(\lambda_0 = 1) = 0.5 \), and that the \( \lambda \) values alternate deterministically with a ‘phase duration’ \( K \), i.e. \( \lambda_{k+1} = 1 - \lambda_k \) if \( \text{mod}(k,K) = 0 \), and \( \lambda_{k+1} = \lambda_k \) otherwise. Under these conditions, the two integrals in Eq. (3) are equivalent, and computing our parameter updates only requires sampling from \( \tilde{q} \). If we define \( \lambda' = 1 - \lambda \), then we have \( p(\lambda') = p(\lambda) \) and \( \tilde{q}(r, s|z; \lambda') = \tilde{q}(r, s|z; \lambda; \theta) \), which
we make use of as follows:

\[-\nabla_\theta \mathcal{L} \approx \mathbb{E}_z \left[ \sum_\lambda \left[ \int (\nabla_\theta \log \tilde{p}_\theta) \tilde{q}_\theta \, dr \, ds + \int (\nabla_\theta \log \tilde{q}_\theta) \tilde{p}_\theta \, dr \, ds \right] p(\lambda) \right] \]

\[= \mathbb{E}_z \left[ \sum_\lambda \left[ \int (\nabla_\theta \log \tilde{p}_\theta) \tilde{q}_\theta \, dr \, ds p(\lambda) + \sum_{\lambda'} \int (\nabla_\theta \log \tilde{p}_\theta) \tilde{q}_\theta \, dr \, ds p(\lambda') \right] \right] \]

\[= 2\mathbb{E}_z \left[ \sum_\lambda \int (\nabla_\theta \log \tilde{p}_\theta) \tilde{q}_\theta \, dr \, ds p(\lambda) \right]. \quad (4) \]

Using the definitions for \( \tilde{q}_\theta \) and \( \tilde{p}_\theta \) and the properties of the logarithm gives us the following parameter update rule:

\[ \Delta \theta \propto 2\mathbb{E}_{\lambda_0, z} \left[ \int \left( \sum_t (1 - \lambda_t) \nabla_\theta \log q_t + (\lambda_t) \nabla_\theta \log p_{\text{mt}} \right) \tilde{q}_\theta \, dr \, ds \right]. \quad (5) \]

As we will show below, this parameter update equation produces updates that require only information locally available to synapses, a necessary condition for any biologically-plausible algorithm.

**Basic model** To make the above general learning procedure concrete, we need to specify how to sample from \( \tilde{q}_\theta \), which in turn requires an architecture for performing approximate inference at each time step, \( q_t(r, s; \theta) \), and a joint model of stimuli and neural activations, \( p_{\text{mt}}(r, s_t, r_{t-1}, \ldots, s_1; \theta) \). We map these two model components onto neural circuitry, with their own local variables corresponding to \( s \) and \( r \), and segregated synaptic parameters: the ‘basal’ compartment is dedicated to feedforward inference (\( q_t \), index ‘inf’) and the ‘apical’ compartment is dedicated to generative sampling from the model (\( p_{\text{mt}} \), index ‘gen’); this segregation allows their influence on neural dynamics to be selectively gated by \( \lambda_t \) (Fig. 1a).
First, the internal generative model of the circuit is implicitly defined by a set of currents to the apical dendritic compartment corresponding to generated samples for the next latent variable, \( r_t^{\text{gen}} \):

\[
\begin{align*}
    r_t^{\text{gen}} &= ((1 - k_t)D_r + k_tI) r_{t-1} + \sigma_r^{\text{gen}} \eta_t, \\
    s_t^{\text{gen}} &= f(D_s r_t) + \sigma_s^{\text{gen}} \xi_t,
\end{align*}
\]

where \( D_r \) is a diagonal transition matrix (constraining generated latent-variables to be independent AR(1) processes), \( D_s \) is a linear decoder, \( I \) is the identity function, \( \eta_t, \xi_t \sim N(0, \mathbf{I}) \) are independent white noise samples, and \( \sigma_r^{\text{gen}} \) and \( \sigma_s^{\text{gen}} \) denote respectively the generative standard deviation for neurons at the stimulus and latent levels. We define \( k_t = (1 - \delta(\lambda_t - \lambda_{t-1})) \lambda_t \), with \( \delta(\cdot) \) the Dirac delta function; \( k_t \) is 1 only if \( \lambda_t = 1 \) and \( \lambda_{t-1} = 0 \). We chose a piecewise model (gated by \( k_t \)) for \( r_t^{\text{gen}} \) because we observed that the statistics of stimuli \( s_t \) given previous activities \( r_{t-1} \) are different if a transition has just occurred (\( \lambda_t = 1 \) and \( \lambda_{t-1} = 0 \)), which will bias the training of the generative transition parameters \( D_r \). We chose \( I \) for this case, but one could alternatively have a different parametric model for after transitions have occurred. As we will show, adding this condition to our model will never affect the dynamics of our network, but will cause learning for \( D_r \) to occur only on time steps when a transition has not just occurred. Nothing in our derivation requires the transition matrix \( D_r \) to be diagonal, but we constrained it in this way to allow for learning independent latent features. As is, \( D_r \) defines the leakiness of the apical dendritic compartment of the neuron; off-diagonal components of the transition matrix would correspond to recurrent synapses. These dynamics define a probability distribution: \( p_m(r, s) = \prod_{t=0}^{T} p_m(r_t, s_t | r_{t-1}, \lambda_t; \theta_p) \).

Second, we define our inference model, a factorized conditional probability distribution \( q(r|s) = \prod_{t=0}^{T} q(r_t | s_t; \theta_q) \), which applies a feedforward nonlinear transformation to incoming stimuli:

\[
    r_t^{\text{inf}} = f(W s_t) + \sigma_r^{\text{inf}} \eta_t,
\]

where \( W \) denotes the feedforward weights, \( \sigma_r^{\text{inf}} \) is the inference standard deviation for neurons at the latent level, and the nonlinearity \( f(\cdot) \) is the \( \tanh \) function. During inference mode, the stimulus layer receives latent-associated inputs from the environment, further corrupted by the same noise as the internal representation:

\[
    s_t^{\text{inf}} = \tilde{s}(z_t) + \sigma_s^{\text{inf}} \xi_t,
\]

where \( \sigma_s^{\text{inf}} \) denotes the standard deviation for neurons at the stimulus level, and \( \tilde{s}(z_t) \) is input from external stimuli. During simulations, samples are determined by a combination of \( p_m \) and \( q \), given by \( q_0 \):

\[
\begin{align*}
    r_t &= \lambda_t r_t^{\text{inf}} + (1 - \lambda_t) r_t^{\text{gen}} \\
    s_t &= \lambda_t s_t^{\text{inf}} + (1 - \lambda_t) s_t^{\text{gen}}.
\end{align*}
\]

We interpret these dynamics biologically as network of recurrently connected pyramidal neurons with two sources of input, one to the apical dendrites (\( r_t^{\text{gen}} \) or \( s_t^{\text{gen}} \)) and one to the basal dendrites (\( r_t^{\text{inf}} \) or \( s_t^{\text{inf}} \)). The gating variable \( \lambda_t \) determines which input source controls the circuit dynamics.

**Plasticity rule interpretation** Inserting our particular choice of \( q_t \) and \( p_{mt} \) into our approximate gradient descent derivation, the parameter updates can be interpreted as local synaptic plasticity rules at the basal (for \( q_t \)) or apical (for \( p_{mt} \)) compartments of our neuron model:

\[
\log q(r_t | s_t; \theta_q) = -\frac{1}{2} \sigma_r^{\text{inf}}^2 \| r_t - f(W s_t) \|_2^2 + c_q
\]

\[
\log p_m(r_t, s_t | r_{t-1}, \lambda_t; \theta_p) = -\frac{1}{2\sigma_r^{\text{gen}}^2} \| r_t - ((1 - k_t)D_r + k_tI) r_{t-1} \|_2^2 - \frac{1}{2\sigma_s^{\text{gen}}^2} \| s_t - f(D_s r_t) \|_2^2 + c_p,
\]

where \( c_q = -N_r \log(\sqrt{2\pi\sigma_r^{\text{inf}}})^2 \) and \( c_p = -N_r \log(\sqrt{2\pi\sigma_r^{\text{gen}}})^2 - N_s \log(\sqrt{2\pi\sigma_s^{\text{gen}}})^2 \) are constants that do not depend on network parameters. We can use these equations to evaluate our weight updates, by using the general formula in Eq. 5 and calculating derivatives. For online parameter
updates, we assume that weights change stochastically at each time step, based on samples from \(\lambda_0\), \(z\), \(r\), and \(s\) (instead of explicitly calculating the expectation in Eq. [5]):

\[
\Delta W^{(ij)} \propto \frac{1 - \lambda}{(\sigma_{\text{inf}}^2)} (r^{(i)}_t - f(Ws_r^{(i)})f'(Ws_r^{(i)})s^{(j)}_t) \tag{14}
\]

\[
\Delta D^{(ij)} \propto \frac{\lambda_t (1 - k_t)}{(\sigma_{\text{gen}}^2)^2} (r^{(i)}_t - (D_r r_{t-1})^{(i)})r^{(i)}_{t-1} \tag{15}
\]

\[
\Delta D^{(ij)} \propto \frac{\lambda_t}{(\sigma_{s}^2) } (s^{(i)}_t - f(D_s r^{(i)}_t))f'(D_s r^{(i)}_t)r^{(j)}_t. \tag{16}
\]

Each of these updates has the form of a local synaptic plasticity rule, under the following assumptions: \(W^{(ij)}\) is a basal synapse from neuron \(j\) to neuron \(i\), \(r^{(i)}_t\) and \(r^{(j)}_t\) correspond to the pre- and post-synaptic firing rates, respectively, and \(f(Ws_r^{(i)})\) corresponds to the local basal current injected into neuron \(i\). Thus, assuming that a basal synapse has access to both the neuron’s firing rate and its local basal synaptic current at a particular moment in time, \(\Delta W^{(ij)}\) is local; the same principle holds for the apical updates. If \(\lambda_t = 0\), then network activity is driven by the generative inputs, and so the parameter updates for basal synapses depend on apically-driven activity, as has been observed experimentally \(\text{[32]}\). Similarly, apical synaptic plasticity should depend on basally-driven activity. The updates for the generative transition matrix, \(D_s\), determining the weakness of the apical dendritic compartments—are gated by \(1 - k_t\), indicating that parameter updates are delayed upon entering ‘inference’ mode: this could reasonably be implemented biologically by a slow cascade of biochemical processes that delay changes in neural parameters, as has been proposed by previous plasticity models \(\text{[33] [34]}\).

3 Numerical Results

Validation on artificial stimuli To analyze IL performance in an environment where we have access to and control over the statistics of the latent dynamics \(z_t\), we constructed artificial stimuli as follows:

\[
z_t = \Lambda z_{t-1} + \sigma^\text{true} \eta_t \tag{17}
\]

\[
\bar{s}(z_t) = A z_t, \tag{18}
\]

where \(\Lambda\) is a \(N_z \times N_z\) diagonal matrix with \(\Lambda^{ii} < 1 \forall i\), \(A\) is a \(N_s \times N_z\) random matrix with \(A^{ij} \sim N(0, \frac{1}{N_s})\), and \(\eta_t \sim N(0, 1)\). For simplicity, we fix the dimension of the latent space and the generative noise in the network to the ground truth values, \(N_r = N_s\) neurons, and \(\sigma^\text{true} = \sigma^\text{gen}\), so that in principle our model \(\int p_m(r, s)dr\) can match the ground truth data distribution \(\int p(s, z)dz\) exactly. This also means that we can verify that the network has learned an optimal model by comparing its second-order statistics to those of the ground truth distribution.

We trained the network using IL, verifying that the online synaptic updates minimize the loss \(L\) (Fig. 11). We further validate that the network has learned to accurately perform inference, so that \(q(r|s) \approx p_m(r|s)\), and that the network has learned a good model of the data, so that \(\int p_m(r, s)dr \approx p(s)\), as per our original goals. We show that when the network is performing approximate inference, i.e. \(\lambda_t = 1, \forall t,\) stimulus reconstructions based on the network’s latent state are closely matched to the actual stimuli, i.e. \(s_t \approx f(D_s r_t)\), meaning that the network is functioning as a good autoencoder across time (Fig. 11), and across all stimulus dimensions (Fig. 11). To verify the network’s generative performance, we also show that the temporal autocorrelations for the network rates \(r_t\) in generative mode (\(\lambda_t = 0 \forall t\)) closely overlap with the ground truth autocorrelation structure of \(z\), suggesting that the learned latent features correspond (modulo a rotation) to the true latent features. Note that this latent variable match occurs because we have enforced a correspondence between the true data-generating distribution and our model, and would not necessarily happen if a different model architecture were used.

Algorithm comparisons Having verified that IL is capable of training the network on simulated data, we next compared it to alternative algorithms in the literature, including neural variational

---

\(3\) The parameter values and initialization details for all simulations are included in the supplementary code, which was run on an internal cluster; \(N_r = 100\) and \(N_s = 20\).
We verified the generality of these benefits in the same task, as we varied $S$ where
whether the updates given by NVI
(provides an alternative candidate model of how the brain could plausibly
learn neural representations through variational inference \[31\]. Because NVI
performs poorly for high-dimensional stimuli and large numbers of time steps (Appendix C; \[35\]), we simplified the task
by reducing the dimensionality of the latent space, $N_z = 2$, and stimulus space, $N_s = 4$. For twenty
evenly-spaced time points over the course of the learning trajectory, we compared the inference parameter updates given by IL, $\Delta \theta_q^{IL}$, to the inference parameter updates given by NVI*, $\Delta \theta_q^{NVI}$, for a 4
time-step stimulus sequence (Fig. 2). To get good estimates of the mean and variance of these sample parameter updates, we averaged over $10^6$ different realizations of the network noise, and compared the samples using two measures. First, we considered the cosine similarity (normalized inner product)
between the two empirical mean updates, $\cos(\vec{\theta}) = \frac{\vec{\theta} \cdot \vec{\theta}'}{\|\vec{\theta}\|\|\vec{\theta}'\|}$, where $\cos(\theta) \in [-1, 1]$, and $\cos(\theta) < 0$ in this case would indicate that the parameter updates are anticorrelated. Because the NVI* update is unbiased, ie. $E[\Delta \theta_q^{NVI}] = -\frac{d}{\partial \theta_q} L$, as long as we have averaged over a sufficient number of samples $N$, a positive cosine similarity across
learning between the IL update and the NVI* update (Fig. 2b) indicates that our update is aligned in expectation to the true gradient of the loss, and hence will improve performance. This is a way of empirically verifying that the bias we introduce in our derivation does not impair the learning process.

Having verified that the IL update and the true gradient are aligned on average, we next examine whether the updates given by NVI* differ in terms of their signal-to-noise ratio (SNR) from the IL updates, where we define the SNR as:

$$SNR(\Delta \theta_q) = \frac{1}{N_q} \frac{1}{N_s} \sum_{i=0}^{N_s} \frac{(\Delta \theta_q^{(i)})^2}{S^2(\Delta \theta_q^{(i)})},$$

(19)

where $S^2(\cdot)$ denotes the sample variance. This measure is an average across individual parameter updates $\Delta \theta_q^{(i)}$, and it increases with $\|\Delta \theta_q\|^2$ and decreases as the estimator variance grows. As Fig. 2c shows, the SNR is many orders of magnitude lower for NVI* than for IL over learning, likely
due to the high estimator variance of the NVI*, which we demonstrate analytically for a simple example in the Appendix C. The estimator variance has direct implications for the speed of learning and asymptotic performance, so that even though NVI* and IL can have parameter updates that are
aligned in expectation, due to its low variance IL will greatly outperform NVI* during training.

We verified the generality of these benefits in the same task, as we varied $N_s$, $N_z$ and $N_t$ concurrently, so that $N_z = 2N_s = 2N_t$. We optimized learning rates for NVI*, BP, and IL separately on the lowest
dimension condition by grid search across orders of magnitude ($10^{-2}, 10^{-3}$, etc.), and found that
NVI* performed worse over the entire range, while IL and BP showed similar performance (using the negative ELBO loss as a standard). Moreover, while NVI* showed worse performance as the stimulus dimension increased, this was not the case for IL or BP (Fig. 2d).

Phase duration effects: The previous numerical results verify that IL is able to effectively learn a
generative model of artificial data, and to perform inference with respect to that model. However, for
IL to be a valid candidate for online learning in the brain, the learning process should not significantly interfere with perception. To test this, we explored how the ‘phase duration’ $K$ affects the correlation between network activity in a simulation where $\lambda_t = 1$, $\forall t$, and a simulation where $\lambda_t$ alternates phases every $K$ time steps (for a fixed random seed and stimulus sequence). If the learning process did not interfere with perception at all, this correlation would be 1, and if it completely disrupted perception it would be 0, or even negative. In Fig. 3c and d, we show two example traces with $K = 2$ and $K = 32$, respectively, comparing the network in inference mode to the network during learning. While neural trajectories for the shorter phase durations are closely correlated, they deviate considerably for longer phase durations (Fig. 3c-e). Despite this, the loss profile (negative ELBO) is identical. Since WS can be viewed as a special case of IL for very long phase durations (Appendix B.3; see Fig. S1a for an even longer phase duration), this implies that the two methods have similar performance. However, IL operating in a mode of fast fluctuations between inference and generation may be more biologically relevant, as this reduces the interference with perception without impairing learning. Moreover, we found that lengthening the duration of the inference phase alone while keeping very short bursts of generative activity further reduced perceptual disturbance, while only slightly increasing the time required to learn (Fig. S1b-d).

Spoken digits task Having verified the performance of IL on artificial stimuli, we next tested its performance on higher-dimensional and more complex naturalistic stimuli. We used the training and test sets of the Free Spoken Digits Dataset [36], which provides audio time series of humans speaking digits 0-9. We transformed these time series into log-mel spectrograms as a coarse approximation of the initial stages of the human auditory system, shifted the inputs by a constant so as to make them all positive, and divided the result by the across-channel standard deviation. The results of Fig. 4 are shown in the original log-mel spectrogram input space.

To assess the hierarchical processing capabilities of IL, we added an additional feedforward layer to the network architecture (Fig. 4a); we provide the details of how this modification affects simulation and parameter updates in Appendix D. To compare IL to NVI*, we again optimized learning rates via grid search across orders of magnitude, and found that IL greatly outperformed NVI* when each was evaluated at its respective optimal learning rate (Fig. 4b). Furthermore, we observed that our

---

4The FSDD is available at: https://github.com/Jakobovski/free-spoken-digit-dataset
Figure 4: Learning auditory sequences in a multilayer network. a. Hierarchical network architecture. b. Test loss across epochs for IL (blue) and NVI (purple). c. Comparison between an example data input and the corresponding network output in inference mode ($\lambda_t = 1$). d. Sample network output in generative mode ($\lambda_t = 0$). e. Across-frequency amplitude correlations for the data (left) and for network-generated samples (right). f. Auto-correlation function of a neuron in inference and generative modes.

Trained network meets the same criteria for success as for our artificial stimuli, namely its stimulus reconstructions closely match the true stimulus while in inference mode ($\lambda_t = 1 \forall t$; Fig. 4c), and sample stimuli produced while the network is in generative mode ($\lambda_t = 0 \forall t$) qualitatively correspond to ground-truth stimuli (Fig. 4d), and quantitatively match the structure of both spatial (Fig. 4e) and temporal (Fig. 4f) autocorrelation of the input. These results collectively demonstrate that IL is capable of training neural representations of complex real-world stimuli. They also show that IL can function when there is a mismatch between its architecture and the structure of environmental latent variables, which are in this case unknown. In general, learning may fail if the chosen network architecture is too restrictive.

4 Discussion

Impression learning (IL) provides a potential mechanism for the brain to learn generative models of its sensory inputs through local synaptic plasticity, while concurrently performing approximate inference with respect to these models. IL is a direct generalization of the Wake-Sleep algorithm [29], which replaces lengthy offline ‘Sleep’ phases with brief substitutions of network-generated samples in place of incoming data, in a way that minimally perturbs natural neural trajectories. Transitions between ‘inference mode’ and ‘generative mode’ are controlled by a global signal $\lambda_t$, which decides whether generative signals to the apical synapses or inference signals to the basal synapses dominate network activity.

Computationally, IL outperforms NVI* [30, 31], a particular instance of three-factor plasticity [37], because its internal model provides explicit ‘credit assignment’ for each individual neuron, rather than implicitly calculating it via correlations between neural activity and a global reward signal. This leads to lower-variance gradient estimates and faster learning. Alternative learning algorithms such as backpropagation (through time) [38] are not intrinsically probabilistic, but can be used for optimizing probabilistic objectives. Like IL, BP provides explicit credit assignment, but the parameter updates it provides are nonlocal across both network layers and time. It is worth noting that IL was developed in a purely unsupervised learning setting, whereas both BP and NVI* extend to supervised and reinforcement learning [39, 40]. In the context of supervised learning, several biologically-plausible approximations to BP leverage the apical-basal dendritic structure of pyramidal neurons to learn
based primarily on target-propagation \cite{41} or its variants \cite{42}. It would be valuable to explore the combination of such extensions with the continuous online learning capabilities of IL.

Local computations are considered a necessary condition for learning algorithms to be biologically-plausible. In our framework, locality is enforced through the structure of the internal graphical model ($p_m$) and the approximate inference distribution ($q$): any choice of neural network architecture with independent noise will guarantee local plasticity. Our framework is relatively agnostic to the details: neurons could be either rate-based with Gaussian intrinsic noise (as in the examples presented here), or generate spikes with Poisson variability, which would result in synaptic updates analogous to empirically observed spike-timing-dependent plasticity, as found in generalizations of WS \cite{14}. It would also be possible to make distinctions between excitatory and inhibitory neurons, by requiring all outgoing synapses from individual neurons to be either positive or negative, or to include more complex dendritic arborizations, as have been explored in recent experimental \cite{43} and modeling \cite{44} efforts. Our current model enforces hard, global phase distinctions ($\lambda_t \in \{0, 1\}$ for all neurons), which could potentially correspond to alternations between activity driven by apical dendritic calcium events and basal spiking tied to theta oscillations in the hippocampus \cite{32}. However, cortical data indicate that input to apical and basal dendrites contribute concurrently and constructively to spiking activity \cite{45}. We are currently working to extend our derivation to these circumstances, by allowing $\lambda_t$ to be non-binary and heterogeneous across neurons.

Traditional predictive coding \cite{7} requires steady-state assumptions for learning, meaning that neural dynamics must occur on a timescale much faster than that of stimuli. In contrast, IL requires a mechanism by which the relative influence of the apical and basal dendrites of pyramidal neurons can be rapidly switched, along with learning mechanisms that operate at that timescale. If such a mechanism could be experimentally identified and controlled, our model makes the specific prediction that increasing the dominance of apical dendritic input on neural activity ($\lambda_t \approx 1$) would cause the network to sample from its generative model, i.e. the manipulation will induce structured hallucinations that mimic realistic stimuli (and associated neural activity), without being tied to the sensory world. One candidate gating mechanism is rapid inhibition targeting apical dendrites specifically \cite{46,49}; but much work remains to explicitly relate this mechanism to learning and plasticity.

IL predicts that synapses will use an error signal based on the difference between local dendritic compartmental currents (either apical or basal) and the neuron’s total firing rate to perform learning. There is some evidence that spiking activity driven by apical inputs to pyramidal neurons can induce plasticity at basal synapses \cite{32,50}, and several studies have found systematic changes in synaptic plasticity between apical and basal synapses, in particular the sign changes induced by local dendritic inputs that IL predicts \cite{51,54}. Hence, IL has the potential to explain the diversity of plasticity phenomena observed experimentally and inform future experiments.
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A Bias calculation

Our derivation of the update for IL (Eq. 3) is based on an expansion of $\log \tilde{p}_\theta \tilde{q}_\theta$ about $\tilde{p}_\theta \tilde{q}_\theta = 1$:

$$
\int \left[ \log \left( \frac{\tilde{p}_\theta}{\tilde{q}_\theta} \right) \right] (\nabla_\theta \log \tilde{q}_\theta) \tilde{q}_\theta \, dr \, ds = \int \left[ \frac{\tilde{p}_\theta}{\tilde{q}_\theta} - 1 \right] (\nabla_\theta \log \tilde{q}_\theta) \tilde{q}_\theta \, dr \, ds \\
- \frac{1}{2} \int \left[ \frac{\left( \frac{\tilde{p}_\theta}{\tilde{q}_\theta} - 1 \right)}{1 + \epsilon(r, s)} \right]^2 (\nabla_\theta \log \tilde{q}_\theta) \tilde{q}_\theta \, dr \, ds,
$$

for some $\epsilon(r, s)$ st. $|\epsilon(r, s)| < |\tilde{p}_\theta \tilde{q}_\theta - 1|$. Note that this is not a truncated Taylor series approximation – we are instead using Taylor's theorem, and the second term provides an exact expression for the bias. We can use the Cauchy-Schwartz inequality for expectations to bound this as follows:

$$
|\text{bias}| = \frac{1}{2} \left\| \int \left[ \frac{\left( \frac{\tilde{p}_\theta}{\tilde{q}_\theta} - 1 \right)}{1 + \epsilon(r, s)} \right]^2 (\nabla_\theta \log \tilde{q}_\theta) \tilde{q}_\theta \, dr \, ds \right\| \\
\leq \frac{1}{2} \sqrt{\int \left[ \frac{\left( \frac{\tilde{p}_\theta}{\tilde{q}_\theta} - 1 \right)}{1 + \epsilon(r, s)} \right]^4 \tilde{q}_\theta \, dr \, ds} \sqrt{\int (\nabla_\theta \log \tilde{q}_\theta)^2 \tilde{q}_\theta \, dr \, ds},
$$

We examine the consequences of this bias formula for our specific model. Consider the component of the gradient with respect to the feedforward weight $W^{(ij)}$:

$$
\frac{d}{dW^{(ij)}} \log \tilde{q}_\theta = \sum_t \frac{\lambda_t}{\sigma_r^\text{init} f'(r_t^{(i)})} (r_t^{(i)} - f(Ws_t^{(i)})f'(Ws_t^{(i)})s_t^{(i)}).
$$

Note that $f(\cdot) < 1$ and $f'(\cdot) < 1$ for the tanh function, and assume that $(s_t^{(i)})^2 < S \forall t$ for some constant $S$. Defining $B = \sqrt{\int \left[ \frac{\left( \frac{\tilde{p}_\theta}{\tilde{q}_\theta} - 1 \right)}{1 + \epsilon(r, s)} \right]^4 \tilde{q}_\theta \, dr \, ds}$, and substituting the gradient component gives:

\[ |\text{bias}| \leq \frac{B}{2} \sqrt{\int \left( \sum_t \frac{\lambda_t}{(\sigma_{\text{inf}}^t)^2} \left( r_t^i - f(W_{s_t})^{(i)} f'(W_{s_t})^{(i)} s_t^{(j)} \right)^2 \bar{q}_\theta \, drds \right)} \]

\[ = \frac{B}{2} \sqrt{\int \sum_t \frac{\lambda_t^2}{(\sigma_{\text{inf}}^t)^2} (r_t^i - f(W_{s_t})^{(i)} f'(W_{s_t})^{(i)} s_t^{(j)})^2 \bar{q}_\theta \, drds} \]

where this second equality follows from the fact that \( r_t^{(i)} - f(W_{s_t})^{(i)} \sim \mathcal{N}(0, \sigma_{\text{inf}}^t) \) without any temporal correlation, so that \( \mathbb{E} \left[ (r_t^{(i)} - f(W_{s_t})^{(i)})(r_t^{(i)} - f(W_{s_{t'}})^{(i)}) \right]_{r|s} = 0 \) for \( t \neq t' \).

Continuing our derivation, we have:

\[ |\text{bias}| \leq \frac{B}{2} \sqrt{\sum_t \frac{\lambda_t^2}{(\sigma_{\text{inf}}^t)^2} \int (r_t^i - f(W_{s_t})^{(i)})^2 (f'(W_{s_t})^{(i)} s_t^{(j)})^2 \bar{q}_\theta(r, s) \, drds} \]

\[ = \frac{B}{2} \sqrt{\sum_t \frac{\lambda_t^2}{(\sigma_{\text{inf}}^t)^2} \int (f'(W_{s_t})^{(i)} s_t^{(j)})^2 \bar{q}_\theta(s) \, ds} \]

\[ \leq \frac{B}{2} \sqrt{\frac{S}{(\sigma_{\text{inf}}^t)^2} \sum_t \lambda_t^2} \]

\[ = \frac{B}{2} \sqrt{\frac{ST}{2(\sigma_{\text{inf}}^t)^2}}, \quad (S3) \]

where \( T \) is the total time. Thus, for our particular choice of neural model, the bias is proportional to \( B \), which vanishes as performance improves. Note that the update term in Eq. (S1) is \( O(\frac{T}{\theta^2} - 1) \), so its magnitude is expected to be much larger than the bias in the vicinity of a global optimum. The \( \sqrt{T/(\sigma_{\text{inf}}^t)^2} \) proportionality constant also should not be a cause for concern: the gradient itself scales with \( T/(\sigma_{\text{inf}}^t)^2 \), and thus small values of \( (\sigma_{\text{inf}}^t)^2 \) will not make the relative error explode.

## B Comparison to other algorithms

In this section, we explore the relationships between impression learning (IL) and other stochastic learning algorithms. Specifically, we consider a variant of neural variational inference (NVI$^*$), backpropagation (BP), and Wake-Sleep (WS).

### B.1 Neural Variational Inference

Neural variational inference is a learning algorithm for neural networks that optimizes the evidence lower bound (ELBO) objective function. Here, we modify the algorithm by incorporating our novel loss (Eq. 2), producing a variant that we call NVI*. We first take the derivative of our loss, without approximations. These steps are identical to the initial steps in our derivation of IL, up to the Taylor expansion:

\[ -\nabla_\theta \mathcal{L} = -\nabla_\theta \mathbb{E}_{\lambda, z} \int \left[ \log \bar{q}_\theta - \log \tilde{p}_\theta \right] \bar{q}_\theta \, drds \]

\[ = -\mathbb{E}_{\lambda, z} \int \left[ \nabla_\theta \left( \log \bar{q}_\theta - \log \tilde{p}_\theta \right) \right] \bar{q}_\theta \, drds + \int \left[ \log \bar{q}_\theta - \log \tilde{p}_\theta \right] \nabla_\theta \bar{q}_\theta \, drds \]

\[ = -\mathbb{E}_{\lambda, z} \int \nabla_\theta \log \bar{q}_\theta - \nabla_\theta \log \tilde{p}_\theta | \bar{q}_\theta \, drds + \int \left[ \log \bar{q}_\theta - \log \tilde{p}_\theta \right] \left( \nabla_\theta \log \bar{q}_\theta \right) \tilde{q}_\theta \, drds \]

\[ = \mathbb{E}_{\lambda, z} \int \left[ \nabla_\theta \log \tilde{p}_\theta \right] \tilde{q}_\theta \, drds + \int \left[ \log \frac{\tilde{p}_\theta}{\tilde{q}_\theta} \right] \left( \nabla_\theta \log \tilde{q}_\theta \right) \tilde{q}_\theta \, drds \]  

\[ (S4) \]
Updates calculated by these samples will be unbiased in expectation, because there are no approximations. However, we will show in Appendix C that these updates may have high variance.

To provide a fair comparison to IL, we have added two additional features that have been shown to reduce the variance of sample estimates. The first involves subtracting a control variate from our second term:

$$-\nabla_{\theta} L = \mathbb{E}_{\lambda,x} \left[ \int [\nabla_{\theta} \log p_{t} \tilde{q}_{t}] \tilde{q}_{t} \, drds + \int \left( \log \frac{\tilde{p}_{t}}{\tilde{q}_{t}} - \mathbb{E} \left[ \log \frac{\tilde{p}_{t}}{\tilde{q}_{t}} \right] \right) (\nabla_{\theta} \log \tilde{q}_{t}) \tilde{q}_{t} \, drds \right]. \quad (S5)$$

The subtracted term, $\mathbb{E} \left[ \log \frac{\tilde{p}_{t}}{\tilde{q}_{t}} \right] \int (\nabla_{\theta} \log \tilde{q}_{t}) \tilde{q}_{t} \, drds$, is zero because it is a constant times the expectation of the score function. As such, it keeps the weight updates unbiased, but can still significantly reduce the variance.

The original NVI method employs a dynamic baseline estimated with a neural network as a function of inputs $s$. It is likely that this more flexible control variate can further reduce the variance of parameter estimates beyond the baseline that we explore here. However, this baseline was trained with backpropagation, and as such, would not provide a biologically-plausible comparison. We can approximate Eq. (S5) by summing over samples from $\tilde{q}_{t}$, and updating our weights at every time point:

$$\Delta \theta \propto [\nabla_{\theta} \log \tilde{p}_{i}(r_{t}, s_{t}; \theta)] + \left[ \log \frac{\tilde{p}_{i}}{\tilde{q}_{i}} - \tilde{L} \right] \sum_{s=0}^{t} (\nabla_{\theta} \log \tilde{q}_{i}(r_{t}, s_{t}; \theta))$$

$$\propto [\nabla_{\theta} \log \tilde{p}_{i}(r_{t}, s_{t}; \theta)] + \left[ \log \frac{\tilde{p}_{i}}{\tilde{q}_{i}} - \tilde{L} \right] g_{\theta}, \quad \text{(S6)}$$

where $\tilde{L}$ is approximated online according to a running average of the loss at each time step, and $g_{\theta}$, called an ‘eligibility trace’ [3], is computed by a running integral. These quantities are both computed online as follows:

$$\tilde{L}_{t} = \gamma_{L} \log \frac{\tilde{p}_{i}}{\tilde{q}_{i}} + (1 - \gamma_{L}) \tilde{L}_{t-1} \quad \text{(S7)}$$

$$g_{\theta} = \nabla_{\theta} \log \tilde{q}_{i}(r_{t}, s_{t}; \theta) + \gamma_{\theta} g_{\theta,t-1}, \quad \text{(S8)}$$

where $\gamma_{L} \ll 1$, so that $\tilde{L}_{t}$ is a weighted average of past losses. If we want an unbiased estimate of the gradient, then we would take $\gamma_{\theta} = 1$, so that $g_{\theta} = \sum_{s=0}^{t} (\nabla_{\theta} \log \tilde{q}_{i}(r_{t}, s_{t}; \theta))$. However, the variance of this eligibility trace grows without bound as $T \rightarrow \infty$, which makes online learning using this algorithm nearly impossible without approximation. For this reason, we take $\gamma_{c}$ as a constant less than, but close to 1 when we compare NVI* to IL performance, which introduces a small bias, with the benefit of allowing for online learning. This is a technique commonly employed in the three-factor plasticity literature [4,5], and can be thought of as an analog to temporal windowing in backpropagation through time [6]. For our numerical gradient comparisons (Fig. 2), however, we used a short number of time steps, but took $\gamma_{\theta} = 1$ to remove all bias.

This method of differentiation is particularly important to compare to IL, because it can be thought of as a three-factor synaptic plasticity rule, where for a neural network, the parameter update becomes a global ‘loss’ signal $\log \frac{\tilde{p}_{i}}{\tilde{q}_{i}} - \tilde{L}$ combined with synaptically local terms $g_{\theta}$ and $\nabla_{\theta} \log \tilde{p}_{i}(r_{t}, s_{t}; \theta)$, the second of which comprises the entirety of the IL update. Typically for reinforcement learning, the global ‘reward’ signal is justified by referencing neuromodulatory signals that project broadly to synapses throughout the cortex and carry information about reward [7,4,8,9]. However, the origins of the global ‘loss’ in our unsupervised case are unclear. Furthermore, as we show in Appendix C, the term $[\log \frac{\tilde{p}_{i}}{\tilde{q}_{i}} - \tilde{L}] g_{\theta}$ is high variance, and requires orders of magnitude more samples (or lower learning rates) in order to get a useful gradient estimate. A technical way of viewing our contribution in this paper is that we have shown that the $[\log \frac{\tilde{p}_{i}}{\tilde{q}_{i}} - \tilde{L}] g_{\theta}$ term is largely redundant and unnecessary for effective learning on our unsupervised objective, and that discarding it produces substantial performance increases while allowing the parameter update to remain a completely local synaptic plasticity rule for neural networks.

### B.2 Backpropagation

Backpropagation (BP) cannot be performed for stochastic variables $r_{t}$, because under an expectation, these are integration variables with no explicit dependency on any parameters. For this reason, when
computing a derivative of our loss using NVI*, we differentiate the \textit{probability distribution}, which depends on network parameters. However, as we will show below, this straightforward method can result in high variance parameter estimates. The classical alternative to NVI* is to perform the \textquote{reparameterization trick}, in which a change of variables allows the use of stochastic gradient descent with BP. This trick is largely responsible for the success of the variational autoencoder [10, 11], though it is well known that BP does not produce synaptically local parameter updates. Here, we use BP as an upper bound for comparison, with the understanding that local learning algorithms are unlikely to be able to completely match its performance. Below, we review its calculation, starting with changing our variable of integration.

It is worth noting that this \textquote{reparameterization} will work only for additive Gaussian noise. As such, applying BP to our network will only be possible for a restricted set of noise models, and can fail in particular for Poisson-spiking network models, where IL, NVI*, and WS will not. For each time point, we define \( \eta_t = r_t - \bar{r}_t(\theta, \lambda, \eta_{0:t-1}, \xi_{0:t-1}) \), where \( \bar{r}_t(\theta, \lambda, \eta_{0:t-1}, \xi_{0:t-1}) \) is the mean firing rate conditioned on noise, stimulus, and \( \lambda \) values from previous time steps (given by \( \bar{q} \)). Similarly, we define \( \xi_t = \bar{s}_t - \bar{s}_t^*(\theta, \lambda, \eta_{0:t-1}, \xi_{0:t-1}) \). This defines \( \eta_t \) and \( \xi_t \) as the noise added on top of every firing rate and stimulus at time \( t \). Instead of integrating over the rates and stimuli, we integrate over these fluctuations, replacing each instance of \( r_t \) with \( \bar{r}_t(\theta, \lambda, \eta_{0:t-1}, \xi_{0:t-1}) + \eta_t \) and \( s_t \) with \( \bar{s}_t(\theta, \lambda, \eta_{0:t-1}, \xi_{0:t-1}) + \xi_t \). We will refer to the mean parameters of \( \bar{p}_\theta \) where these substitutions have been made as \( p^*(\theta, \lambda, \eta_{0:t-1}, \xi_{0:t-1}) \) and \( \bar{s}^*(\theta, \lambda, \eta_{0:t-1}, \xi_{0:t-1}) \). Our new random variables have the probability distributions: \( p(\eta_t) = \mathcal{N}(0, \lambda_t \sigma_{s,\text{inf}}^2 + (1 - \lambda_t) \sigma_{s,\text{gen}}^2) \) and \( p(\xi_t) = \mathcal{N}(0, \lambda_t \sigma_{\text{inf}}^2 + (1 - \lambda_t) \sigma_{\text{gen}}^2) \). Performing our change of variables gives:

\[
- \nabla_\theta \mathcal{L} = - \nabla_\theta \int \left[ \log \frac{\bar{q}_\theta - \log \bar{p}_\theta}{\log \bar{q}_\theta} \right] d\eta d\xi
\]

\[
= - \nabla_\theta \int \frac{1}{Z} \exp \left( - \frac{\eta_t^2}{2(\lambda_t \sigma_{s,\text{inf}}^2 + (1 - \lambda_t) \sigma_{s,\text{gen}}^2)} \right) p(\eta, \xi) \, d\eta \, d\xi
\]

\[
- \nabla_\theta \int \frac{1}{Z} \exp \left( - \frac{\xi_t^2}{2(\lambda_t \sigma_{s,\text{inf}}^2 + (1 - \lambda_t) \sigma_{s,\text{gen}}^2)} \right) p(\eta, \xi) \, d\eta \, d\xi
\]

\[
+ \nabla_\theta \int \frac{1}{Z} \exp \left( - \frac{(\bar{r}_t^q + \eta_t - \bar{r}_t^p)^2}{2((1 - \lambda_t) \sigma_{r,\text{inf}}^2 + \lambda_t \sigma_{r,\text{gen}}^2)^2} \right) p(\eta, \xi) \, d\eta \, d\xi
\]

\[
+ \nabla_\theta \int \frac{1}{Z} \exp \left( - \frac{(\bar{s}_t^q + \xi_t - \bar{s}_t^p)^2}{2((1 - \lambda_t) \sigma_{s,\text{inf}}^2 + \lambda_t \sigma_{s,\text{gen}}^2)^2} \right) p(\eta, \xi) \, d\eta \, d\xi
\]

\[
= \mathbb{E}_{\eta, \xi} \left[ \nabla_\theta \sum_t \frac{(\bar{r}_t^q(\theta, \eta, \xi) + \eta_t - \bar{r}_t^p(\theta, \eta, \xi))^2}{2((1 - \lambda_t) \sigma_{r,\text{inf}}^2 + \lambda_t \sigma_{r,\text{gen}}^2)^2} - \frac{(\bar{s}_t^q(\theta, \eta, \xi) + \xi_t - \bar{s}_t^p(\theta, \eta, \xi))^2}{2((1 - \lambda_t) \sigma_{s,\text{inf}}^2 + \lambda_t \sigma_{s,\text{gen}}^2)^2} \right].
\]

(9)

where the last equality follows from the fact that \( \eta_t \) and \( \xi_t \) have no dependence on the network parameters. Now, the parameter dependence is contained in \( \bar{r}_t^q, \bar{r}_t^p, \bar{s}_t^q, \) and \( \bar{s}_t^p \), all of which depend on the mean firing rates at \textit{each previous time step}: using BP to compute the gradients of these mean parameters leads to nonlocal updates, which is the key reason BP is a biologically-inimplausible algorithm [12]. For our simulations, we set \( \lambda_t = 1 \) \( \forall t \), so that our parameter updates were equivalent to minimizing the negative ELBO, and gradients were computed using Pytorch [13]. In subsequent sections, we will show that weight updates computed using samples from this expectation will generally have much lower variance than NVI*.

**B.3 Wake-Sleep**

As already mentioned, WS can be viewed as a special case of IL. To show this, we can take \( \lambda_t = \lambda_0 \) \( \forall t \), with \( p(\lambda_0 = 0) = p(\lambda_0 = 1) = 0.5 \) (for IL, \( \lambda_t \) alternates with phase duration \( K = 2 \)). For this
choice of $\lambda$, we follow our IL derivation (Eq. 5), and get:

$$-\nabla_\theta L \approx 2E_{\lambda_0, z} \left[ \int \left[ \sum_t (1 - \lambda_t) \nabla_\theta \log q_t + (\lambda_t) \nabla_\theta \log p_{mt} \right] \tilde{q}_t \, drds \right]$$

$$= E_{z} \left[ \int \left[ \sum_t \nabla_\theta \log q_t \right] p_{mt}(r, s) \, drds + \int \left[ \sum_t \nabla_\theta \log p_{mt} \right] q(r|s)p(s|z) \, drds \right].$$

(S10)

Since WS is a special case of IL, the bias properties of its individual samples are identical. However, typically WS weight updates are computed coordinate-wise, updating parameters for $p_{mt}$ and $q$ separately, whose updates are computed after averaging over many samples. This can lead to behavior that approximates the EM algorithm under restrictive conditions, a fact that is used in the proofs of convergence of the WS algorithm for simple models [14]. Because our algorithm does not perform coordinate descent, it is best viewed as an approximation to gradient descent with a well-behaved bias, rather than an approximation of the EM algorithm.

The WS parameter updates can also be interpreted as synaptic plasticity at apical and basal dendrites of pyramidal neurons, as with IL. The key difference is that WS requires lengthy phases where $\lambda_t = 1 \forall t$ (Wake) and where $\lambda_t = 0 \forall t$ (Sleep). The requirement that the network remain in a generative state while training the inference parameters $\theta_q$ would require a biological organism to explicitly hallucinate while training its parameters. Though such generative states may be possible in some restricted form, and WS could perfectly coexist with IL in a biological organism, we believe the more general perspective afforded by IL is much more likely to correspond to biology than the phase distinctions required by WS. The benefits to perceptual continuity given by IL over WS come from its ability to leverage temporal predictability in both network states and stimuli by only staying in a generative state for a brief period of time. However, for static images and neural architectures, IL and WS are much more similar, effectively amounting to different schedules for updating generative and inference parameters in alternating sequence.

C Estimator variance

In Appendix [A], we explored the bias introduced by the approximations used in the derivation of IL. Here, we consider the variance of sample weight updates, and compare to the variability of samples obtained from more standard methods, in particular BP and NVI*, whose sampling-based estimates have can have very different variances [11].

To keep the analysis tractable, we will study a simple example: maximizing our modified KL divergence between two time series composed of temporally-uncorrelated univariate normal distributions with identical variance and different means: $p(r_t) \sim N(\mu_p, \sigma^2)$, $q(r_t) \sim N(\mu_q, \sigma^2)$. We define $\lambda_t$ such that $p(\lambda_t = 0) = p(\lambda_t = 1) = 0.5 \forall t$. This produces the two hybrid distributions:

$$\tilde{p}(r|\lambda_t) = \prod_{t=0}^{T} p(r_t)^{\lambda_t} q(r_t)^{1-\lambda_t} \quad (S11)$$

$$\tilde{q}(r|\lambda_t) = \prod_{t=0}^{T} p(r_t)^{1-\lambda_t} q(r_t)^{\lambda_t}. \quad (S12)$$

Using these hybrid distributions, we can write our objective function as:

$$\mathcal{L} = E_{\lambda_t} [KL(\tilde{q}||\tilde{p})] = \int \left[ (\log \tilde{q}(r|\lambda_t) - \log \tilde{p}(r|\lambda_t))\tilde{q}(r|\lambda_t) \, dr \right] p(\lambda_t) d\lambda_t. \quad (S13)$$

We will show that our three methods: NVI*, BP, and IL (which here will coincide exactly with WS), all produce unbiased stochastic gradient estimates, with very different variance properties.

It is worth explicitly outlining why variance is such an important quantity for stochastic gradient estimates. Suppose we obtain $N$ independent samples of a weight update $\Delta \mu_q$, and want to compute
the MSE of our estimated weight update to the true gradient, in expectation over samples:

$$MSE(\Delta \mu_q) = \mathbb{E}_{\Delta \mu_q^{(n)}} \left[ \left( -\frac{d}{d\mu_q} \mathcal{L} - \frac{1}{N} \sum_{n=0}^{N} \Delta \mu_q^{(n)} \right)^2 \right]$$

$$= \left( -\frac{d}{d\mu_q} \mathcal{L} - \mathbb{E}_{\Delta \mu_q^{(n)}} \left[ \frac{1}{N} \sum_{n=0}^{N} \Delta \mu_q^{(n)} \right] \right)^2 + Var \left[ \frac{1}{N} \sum_{n=0}^{N} \Delta \mu_q^{(n)} \right]. \quad \text{(S14)}$$

Here, the equality follows from bias-variance decomposition of the mean-squared error. In our toy example (but not in general) the biases for IL, BP, and NVI* will all be 0. This gives:

$$MSE(\Delta \mu_q) = Var \left[ \frac{1}{N} \sum_{n=0}^{N} \Delta \mu_q^{(n)} \right] = \frac{Var \left[ \Delta \mu_q^{(n)} \right]}{N}. \quad \text{(S15)}$$

Suppose we want the mean-squared error to be less than some value $\epsilon \ll 1$. How many samples ($N$) do we need to take to bring ourselves below this error on average? We have:

$$Var \left[ \Delta \mu_q^{(n)} \right] < \epsilon \Rightarrow \frac{Var \left[ \Delta \mu_q^{(n)} \right]}{\epsilon} < N. \quad \text{(S16)}$$

This means that increases in the variance of a weight estimate require proportionate increases in the number of samples required to reduce the error of the estimate. In practice, this requires high variance methods to process more data and to have lower learning rates, in some cases by several orders of magnitude. Even if a stochastic weight update is ‘local’ in a biologically-plausible sense, it may still require so much data for learning to occur as to be completely impractical.

### C.1 Comparing Variances

Analytic variance calculations are only possible for the simplest of examples, but the intuitions they provide are nevertheless valuable. In the sections that follow, we will show that samples from all three methods have exactly the same expectation (the ‘signal’), but only IL and BP agree on their variance, while NVI* typically has much higher variance. For univariate normal distributions with identical variance, the loss $\mathcal{L} = \mathbb{E}_\lambda [KL(\tilde{q}||p)] = KL(\tilde{q}||p) = T(\mu_p - \mu_q)^2/2\sigma^2$. Writing the variances in terms of the loss, we have:

$$Var_{IL} = Var_{BP} = \frac{T}{\sigma^2}$$

$$Var_{NVI} = \frac{T}{2\sigma^2} + \frac{\mathcal{L}}{8\sigma^2} (3T + 5). \quad \text{(S18)}$$

This shows that for the most part, IL and BP hugely outperform NVI*. However, it is possible for NVI* to outperform these methods in the limit as $\mathcal{L} \to 0$ (a regime only achieved after successful optimization). Here, as with our numerical results, we have incorporated two methods that partially ameliorate the high variance of the NVI* estimate, which for reasonably low-dimensional tasks, can still allow it to perform comparably to BP; however, NVI* is unlikely to scale well to high dimensions, even with these additions. The purpose for our analysis is to show that these high variance difficulties do not apply to IL, whose scaling properties are much closer to BP.

### C.2 Backpropagation

**Expectation** We will focus only on $\frac{d}{d\mu_q}$ for simplicity. Because the entropy of $\tilde{q}$ is constant with respect to the mean $\mu_q$, we don’t have to worry about the second term in the objective function. Instead, we focus on:

$$-\frac{d}{d\mu_q} \mathcal{L} = \frac{d}{d\mu_q} \int \left[ \log \tilde{p}(r|\lambda) \tilde{q}(r|\lambda) dr \right] p(\lambda) d\lambda$$

$$= \frac{d}{d\mu_q} \sum_t \left[ \int \frac{1}{2} \log p(r_t) q(r_t) dr_t + \int \frac{1}{2} \log q(r_t) p(r_t) dr_t \right]$$

$$= -\frac{d}{d\mu_q} \sum_t \left[ \int \frac{1}{4\sigma^2} (r_t - \mu_p)^2 q(r_t) dr_t + \int \frac{1}{4\sigma^2} ((r_t - \mu_q)^2) p(r_t) dr_t \right]. \quad \text{(S19)}$$
At this point, we employ the ‘reparameterization trick,’ which reduces the variance of the weight update relative to NVI*. For the first integral we use the change of variables \( r_t = \mu_q + \eta_t \), and for the second integral we use the change of variables \( r_t = \mu_p + \eta_t \), where \( \eta_t \sim \mathcal{N}(0, \sigma^2) \). This gives:

\[
- \frac{d}{d\mu_q} \mathcal{L} = - \frac{d}{d\mu_q} \sum_{t=0}^{T} \left[ \frac{1}{4\sigma^2}((\mu_q + \eta_t - \mu_p)^2) \sigma(\eta_t) d\eta_t + \frac{1}{4\sigma^2}((\mu_p + \eta_t - \mu_q)^2) \sigma(\eta_t) d\eta_t \right]
\]

\[
= - \frac{d}{d\mu_q} \sum_{t=0}^{T} \frac{1}{2\sigma^2}((\mu_q + \eta_t - \mu_p)^2) \sigma(\eta_t) d\eta_t
\]

\[
= \sum_{t=0}^{T} \frac{1}{\sigma^2}(\mu_p + \eta_t - \mu_q) \sigma(\eta_t) d\eta_t.
\]

(S20)

Computing this expectation analytically, we have: \(- \frac{d}{d\mu_q} \mathcal{L} = \frac{\mathcal{T}}{\sigma^2}(\mu_p - \mu_q)\), which is unbiased, because we have not employed any approximations. If we were to compute this expectation using samples from \( \sigma(\eta_t) \), each individual parameter update would be given by \( \Delta \mu_q \sim \sum_{t=0}^{T} \frac{1}{\sigma^2}(\mu_p + \eta_t - \mu_q) \) for a given sample from \( \eta \). Given our expected weight update, we now ask for the variance.

**Variance**  The variance of a sample, \( \sum_{t=0}^{T} \frac{1}{\sigma^2}(\mu_p + \eta_t - \mu_q) \), is given by:

\[
Var(\Delta \mu_q) = \int \left( \frac{1}{\sigma^2} \left( \sum_{t=0}^{T} (\mu_p + \eta_t - \mu_q - (\mu_p - \mu_q)) \right) \right)^2 p(\eta_t) d\eta_t
\]

\[
= \int \sum_{t=0}^{T} \frac{\eta_t^2}{\sigma^2} p(\eta_t) d\eta_t
\]

\[
= \frac{T}{\sigma^2}.
\]

(S21)

**C.3 Impression learning**

**Expectation**  We can use our previous derivation of the IL weight update to write:

\[
- \frac{d}{d\mu_q} \mathcal{L} \approx \sum_{t=0}^{T} \left[ \int \left( \left( \mu_q + \eta_t - \mu_p \right) \log q(r_t) + \left( \mu_q - \mu_p \right) \frac{d}{d\mu_q} \log p(r_t) \right) \sigma(\eta_t) d\eta_t \right] p(\lambda_t) d\lambda_t
\]

\[
= \sum_{t=0}^{T} \int \frac{d}{d\mu_q} \log q(r_t) p(r_t) d\lambda_t
\]

(S22)

where this last equality follows from the fact that \( \sigma(\eta_t) = p(\eta_t) \) whenever \( 1 - \lambda_t = 1 \). Continuing our derivation by substituting in \( \log q(r_t) \) and discarding constants, we have:

\[
- \frac{d}{d\mu_q} \mathcal{L} \approx \sum_{t=0}^{T} \int - \frac{d}{d\mu_q} \frac{1}{2\sigma^2} (r_t - \mu_q)^2 p(r_t) d\lambda_t
\]

\[
= \sum_{t=0}^{T} \int \frac{1}{\sigma^2} (r_t - \mu_q) p(r_t) d\eta_t.
\]

(S23)

Computing this expectation analytically gives: \(- \frac{d}{d\mu_q} \mathcal{L} \approx \frac{\mathcal{T}}{\sigma^2}(\mu_p - \mu_q)\). Interestingly, in this case, the expected weight update coincides directly with the update given by BP, meaning that for this contrived example, IL is unbiased. This is clearly not the case in general, but works because our simplified network has no temporal interdependencies between variables and lacks hierarchical structure. In fact, the IL update also directly corresponds to the WS update in this case for the same reason. As with BP, we can ask about the variance of an individual sample of an update given by IL, assuming \( \Delta \mu_q \sim \sum_{t=0}^{T} \frac{1}{\sigma^2} (r_t - \mu_q) \).
Variance The variance of a sample, \( \sum_{t=0}^{T} \frac{1}{\sigma^2} (r_t - \mu_q) \), is given by:

\[
\begin{align*}
\text{Var}(\Delta \mu_q) &= \int \left( \frac{1}{\sigma^2} \sum_{t=0}^{T} r_t - \mu_q - (\mu_p - \mu_q) \right)^2 p(r_t) dr_t \\
&= \int \frac{1}{\sigma^2} (\sum_{t=0}^{T} (r_t - \mu_p))^2 p(r_t) dr_t \\
&= \int \frac{1}{\sigma^2} \sum_{t=0}^{T} \sum_{t'=0}^{T} (r_t - \mu_p)(r_{t'} - \mu_p) p(r_t) dr_t \\
&= \int \frac{1}{\sigma^2} \sum_{t=0}^{T} (r_t - \mu_p)^2 p(r_t) dr_t \\
&= \frac{T}{\sigma^2},
\end{align*}
\]

(S24)

where here we have exploited the fact that \( \mathbb{E}[(r_t - \mu_p)(r_{t'} - \mu_p)] = 0 \) \( \forall t \neq t' \). This shows that for this simple example, there is a perfect correspondence between both the expectation and the variance of IL compared to BP.

C.4 Neural Variational Inference

Expectation The difference between NVI* and BP is that we do not use a change of variables. Given our previous derivation of the NVI* update (Eq. (S4)), we have:

\[
\begin{align*}
-\frac{d}{d\mu_q} \mathcal{L} &= \int \left[ \int \frac{d}{d\mu_q} \log \bar{p}(r|\lambda_t) \bar{q}(r|\lambda) + (\log \bar{p} - \log \bar{q}) \left( \frac{d}{d\mu_q} \log \bar{q}(r|\lambda) \right) \bar{q}(r|\lambda) dr \right] p(\lambda_t) d\lambda_t \\
&= \int \left[ \int \left( \sum_{t=0}^{T} \frac{(1 - \lambda_t)}{\sigma^2} (r_t - \mu_q) + (\log \bar{p} - \log \bar{q}) \sum_{t=0}^{T} \frac{\lambda_t}{\sigma^2} (r_t - \mu_q) \right) \bar{q}(r|\lambda) dr \right] p(\lambda_t) d\lambda_t,
\end{align*}
\]

where the second equality follows from substituting \( \frac{d}{d\mu_q} \log \bar{p}(r|\lambda_t) \) and \( \frac{d}{d\mu_q} \log \bar{q}(r|\lambda) \). Noting that \( \log \bar{p} - \log \bar{q} = \log p - \log q \) when \( \lambda_t = 1 \), we continue:

\[
\begin{align*}
-\frac{d}{d\mu_q} \mathcal{L} &= \int \left[ \int \left( \sum_{t=0}^{T} \frac{(1 - \lambda_t)}{\sigma^2} (r_t - \mu_q) + (\log p - \log q) \sum_{t=0}^{T} \frac{\lambda_t}{\sigma^2} (r_t - \mu_q) \right) \bar{q}(r|\lambda) dr \right] p(\lambda_t) d\lambda_t \\
&= \mathbb{E}_{r,\lambda} \left[ \sum_{t=0}^{T} \frac{(1 - \lambda_t)}{\sigma^2} (r_t - \mu_q) - \left( \sum_{t=0}^{T} (r_t - \mu_p)^2 - (r_t - \mu_q)^2 \right) \sum_{t=0}^{T} \frac{\lambda_t}{2\sigma^4} (r_t - \mu_q) \right] \\
&= \mathbb{E}_{r,\lambda} \left[ \sum_{t=0}^{T} \frac{(1 - \lambda_t)}{\sigma^2} (r_t - \mu_q) - \left( \sum_{t=0}^{T} 2r_t(\mu_q - \mu_p) + (\mu_p^2 - \mu_q^2) \right) \sum_{t=0}^{T} \frac{\lambda_t}{2\sigma^4} (r_t - \mu_q) \right].
\end{align*}
\]

(S25)

At this point, we’ll allow ourselves to exploit the structure of our problem in two ways commonly employed in NVI*. First, we observe that the loss at a particular time step, \( 2r_t(\mu_q - \mu_p) + \mu_p^2 - \mu_q^2 \) is independent of \( r_{t'} - \mu_q \) for \( t' > t \), i.e. fluctuations in variables at future time steps do not influence the current loss. Incorporating this fact modifies our update to give:

\[
\begin{align*}
-\frac{d}{d\mu_q} \mathcal{L} &= \mathbb{E}_{r,\lambda} \left[ \sum_{t=0}^{T} \frac{(1 - \lambda_t)}{\sigma^2} (r_t - \mu_q) - \sum_{t=0}^{T} \sum_{t' \leq t} \frac{\lambda_t}{2\sigma^4} (2r_t(\mu_q - \mu_p) + (\mu_p^2 - \mu_q^2) (r_{t'} - \mu_q) \right].
\end{align*}
\]

(S26)
Next, we notice that \( E \left[ \sum_{t'\leq t} \frac{\lambda_t}{\sigma^2} (r_t' - \mu_q) \right] = 0 \), so we can subtract from our update \( a \times \sum_{t'\leq t} \frac{\lambda_t}{\sigma^2} (r_t' - \mu_q) \) for some constant \( a \), without modifying the expectation of our loss. Choosing a constant \( a \) that will reduce the variance of the parameter update is a common technique used in NVI*, called using a 'control variate' \([1,2]\). We notice that the average loss contributes nothing to the expectation, so we take \( a = 2 \mu_q (\mu_q - \mu_p) + \mu_p^2 - \mu_q^2 \), giving the improved-variance update:

\[
- \frac{d}{d\mu_q} \mathcal{L} = E_{r,\lambda} \left[ \sum_{t=0}^{T} \frac{1 - \lambda_t}{\sigma^2} (r_t - \mu_q) - \sum_{t=0}^{T} \sum_{t' \leq t} \frac{\lambda_t}{\sigma^2} (r_t - \mu_q)(\mu_q - \mu_p)(r_t' - \mu_q) \right].
\] (S27)

Individual samples from this method of differentiation are more complicated (and higher variance) than IL or BP. An individual sample would give:

\[
\sum_{t=0}^{T} \frac{1 - \lambda_t}{\sigma^2} (r_t - \mu_q) - \sum_{t=0}^{T} \sum_{t' \leq t} \frac{\lambda_t}{\sigma^2} (r_t - \mu_q)(\mu_q - \mu_p)(r_t' - \mu_q).
\]

We’ll first compute the expectation of this expression (to verify that it is equivalent to BP and IL), and then we’ll compute its variance. Continuing our calculation, we get:

\[
\begin{align*}
- \frac{d}{d\mu_q} \mathcal{L} &= E_{r,\lambda} \left[ \sum_{t=0}^{T} \frac{1 - \lambda_t}{\sigma^2} (r_t - \mu_q) - \sum_{t=0}^{T} \sum_{t' \leq t} \frac{\lambda_t}{\sigma^2} (r_t - \mu_q)(\mu_q - \mu_p)(r_t' - \mu_q) \right] \\
&= \int \sum_{t=0}^{T} \frac{1 - \lambda_t}{\sigma^2} (r_t - \mu_q)p(r)dr + \int \sum_{t=0}^{T} \sum_{t' \leq t} \frac{\lambda_t}{\sigma^2} (r_t - \mu_q)(\mu_q - \mu_p)(r_t' - \mu_q)q(r)dr \\
&= \frac{T}{2 \sigma^2} (\mu_p - \mu_q) + \int \sum_{t=0}^{T} \sum_{t' \leq t} \frac{\lambda_t}{\sigma^2} (r_t - \mu_q)(\mu_q - \mu_p)(r_t' - \mu_q)q(r)dr \\
&= \frac{T}{2 \sigma^2} (\mu_p - \mu_q) + \int \sum_{t=0}^{T} \sum_{t' \leq t} \frac{\lambda_t}{\sigma^2} (r_t - \mu_q)(\mu_q - \mu_p)(r_t' - \mu_q)q(r)dr \\
&= \frac{T}{2 \sigma^2} (\mu_p - \mu_q),
\end{align*}
\] (S28)

where the fourth equality comes from reparameterizing with the transformation \( \eta_t = r_t - \mu_q \) and the fifth equality stems from the fact that \( E [\eta_t] = 0 \) and \( E [\eta_t \eta_t'] = 0 \). This verifies that whether we sample over \( r \) using the black-box differentiation method, or over \( \eta \) using the reparameterization trick, or use IL, we will arrive at the same weight update in expectation. The variance of sample estimates thus distinguishes IL from NVI* (on this example at least).

**Variance** Because of the NVI* sample estimate’s increased complexity, the variance calculation is also much more involved:

\[
Var(\Delta \mu_q) = E_{r,\lambda} \left[ (\Delta \mu_q - \frac{T}{\sigma^2} (\mu_p - \mu_q))^2 \right]
\]

\[
= E_{r,\lambda} \left[ \left( \sum_{t=0}^{T} \frac{1 - \lambda_t}{\sigma^2} (r_t - \mu_q) - \sum_{t=0}^{T} \sum_{t' \leq t} \frac{\lambda_t}{\sigma^2} (r_t - \mu_q)(\mu_q - \mu_p)(r_t' - \mu_q) - \frac{T}{\sigma^2} (\mu_p - \mu_q) \right)^2 \right]
\]

\[
= \frac{1}{2} \int \frac{1}{\sigma^2} \sum_{t=0}^{T} (r_t - \mu_p)^2 p(r)dr \\
+ \frac{1}{2} \int \left( \frac{1}{2 \sigma^2} \sum_{t=0}^{T} \sum_{t' \leq t} (r_t - \mu_q)(\mu_q - \mu_p)(r_t' - \mu_q) - \frac{T}{\sigma^2} (\mu_p - \mu_q) \right)^2 q(r)dr,
\] (S29)
where in this last step we have taken an expectation over \( \lambda \), observing that the first term is only nonzero if \( \lambda_t = 0 \), and the second term is only nonzero if \( \lambda_t = 1 \). Now we apply the reparameterization, taking \( r_t = \eta_t + \mu_p \) in the first integral, and \( r_t = \eta_t + \mu_q \) in the second integral, giving:

\[
Var(\Delta \mu_q) = \frac{T}{2\sigma^2} + \frac{1}{2} \int \left( \frac{1}{2\sigma^4} \sum_{t=0}^{T} \sum_{t' \leq t} (\eta_t (\mu_p - \mu_q)) (\eta_{t'}) - \frac{T}{\sigma^2} (\mu_p - \mu_q) \right)^2 p(\eta) d\eta
\]

\[
= \frac{T}{2\sigma^2} + \frac{(\mu_p - \mu_q)^2}{2\sigma^4} \int \left( \frac{1}{2\sigma^2} \sum_{t=0}^{T} \sum_{t' \leq t} \eta_t \eta_{t'} - T \right)^2 p(\eta) d\eta
\]

\[
= \frac{T}{2\sigma^2} + \frac{(\mu_p - \mu_q)^2}{2\sigma^4} \mathbb{E}_{\eta_t} \left[ \left( \frac{1}{2\sigma^2} \sum_{t=0}^{T} \sum_{t' \leq t} \eta_t \eta_{t'} \right)^2 - \frac{T}{\sigma^2} \left( \sum_{t=0}^{T} \eta_t^2 \right) + T^2 \right]
\]

\[
= \frac{T}{2\sigma^2} + \frac{(\mu_p - \mu_q)^2}{2\sigma^4} \mathbb{E}_{\eta_t} \left[ \left( \frac{1}{2\sigma^2} \sum_{t=0}^{T} \sum_{t' \leq t} \eta_t \eta_{t'} \right)^2 \right]
\]

\[
= \frac{T}{2\sigma^2} + \frac{(\mu_p - \mu_q)^2}{2\sigma^4} \sum_{t=0}^{T} \sum_{t' = 0}^{t} \sum_{t'' = t'}^{T} \mathbb{E}_{\eta_t} [\eta_t \eta_{t'} \eta_{t''}], \quad (S30)
\]

Now, we notice that there are three mutually exclusive and exhaustive conditions under which this expectation is nonzero, using the the fact that only the even moments of the normal distribution are nonzero:

\[
\mathbb{E}_{\eta_t} [\eta_t \eta_{t'} \eta_{t''}] = \begin{cases} 
\sigma^4 & \text{if } t = t' \text{ and } t'' = t''' \text{ and } t \neq t'' \\
\sigma^4 & \text{if } t = t'' \text{ and } t' = t''' \text{ and } t \neq t' \\\n3\sigma^4 & \text{if } t = t' = t'' = t''' \\
0 & \text{otherwise.} 
\end{cases} \quad (S31)
\]

These three different conditions result in three different sums:

\[
Var(\Delta \mu_q) = \frac{T}{2\sigma^2} + \frac{(\mu_p - \mu_q)^2}{8\sigma^8} \left( \sum_{t=1}^{T} \sum_{t' < t} \sigma^4 + \sum_{t=0}^{T} \sum_{t' \neq t}^T \sigma^4 + \sum_{t=0}^{T} 3\sigma^4 \right)
\]

\[
= \frac{T}{2\sigma^2} + \frac{(\mu_p - \mu_q)^2}{8\sigma^8} \left( \sigma^4 \sum_{t=1}^{T} (t) + T(T-1)\sigma^4 + 3T\sigma^4 \right)
\]

\[
= \frac{T}{2\sigma^2} + \frac{(\mu_p - \mu_q)^2}{8\sigma^8} \left( \frac{1}{2} T(T+1)\sigma^4 + T(T-1)\sigma^4 + 3T\sigma^4 \right)
\]

\[
= \frac{T}{2\sigma^2} + \frac{(\mu_p - \mu_q)^2}{16\sigma^4} (3T^2 + 5T)
\]

\[
= \frac{T}{2\sigma^2} + \frac{L}{8\sigma^2} (3T + 5), \quad (S32)
\]

where the third equality follows from the arithmetic series identity: \( \sum_{t=1}^{T} (t) = \frac{1}{2} T(T+1) \).
D Multilayer Network Architecture

Here we outline the architecture for the 2-layer network used for processing the Free Spoken Digits dataset [15] in Figure 4.

D.1 Model structure

Our inference architecture simply adds an additional feedforward layer of neurons to the network:

\[
\begin{align*}
\mathbf{s}^{\text{inf}}_t &= \mathbf{z}_t + \sigma^{\text{inf}}_a \xi_t \quad (S33) \\
\mathbf{r}^{\text{inf1}}_t &= f(\mathbf{W}_1 \mathbf{s}_t + \mathbf{a}) + \sigma^{\text{inf}}_1 \eta^1_t \\
\mathbf{r}^{\text{inf2}}_t &= f(\mathbf{W}_2 \mathbf{r}^{\text{inf1}}_t) + \sigma^{\text{inf}}_2 \eta^2_t, \\
\end{align*}
\]

where \( \mathbf{W}_l \) denotes the feedforward weights from layer \( l - 1 \) to layer \( l \), \( \mathbf{a} \) is an additive bias parameter, \( \eta^1_t, \eta^2_t, \xi_t \sim \mathcal{N}(0, 1) \) are independent white noise samples, \( \sigma^{\text{inf}}_1, \sigma^{\text{inf}}_2 \), and \( \sigma^{\text{inf}}_a \) denote the inference standard deviations for their respective layers, and the nonlinearity \( f(\cdot) \) is the tanh function. The multilayer generative model includes an additional feedforward decoder step:

\[
\begin{align*}
\hat{\mathbf{r}}^{\text{gen2}}_t &= ((1 - k_t) \mathbf{D}_2 + k_t \mathbf{I}) \hat{\mathbf{r}}^{\text{gen1}}_{t-1} + \sigma^{\text{gen}}_2 \hat{\mathbf{r}}^{\text{gen1}}_t \\
\hat{\mathbf{r}}^{\text{gen1}}_t &= f(\mathbf{D}_1 \hat{\mathbf{r}}^{\text{gen21}}_t + \mathbf{b}) + \sigma^{\text{gen}}_1 \hat{\mathbf{r}}^{\text{gen1}}_t \\
\mathbf{s}^{\text{gen}}_t &= f(\mathbf{D}_s \hat{\mathbf{r}}^{\text{gen1}}_t) + \sigma^{\text{gen}}_s \hat{\mathbf{r}}^{\text{gen1}}_t, \\
\end{align*}
\]

where \( \mathbf{D}_2 \) is a diagonal transition matrix, \( \mathbf{D}_1 \) and \( \mathbf{D}_s \) are prediction weights to their layers from higher layers, \( \mathbf{b} \) is an additive bias parameter, \( \mathbf{I} \) is the identity matrix, and \( \sigma^{\text{gen}}_1, \sigma^{\text{gen}}_2, \) and \( \sigma^{\text{gen}}_s \) denote the generative standard deviations for their layers. We define \( k_t \) as in the 1-layer network. Also in keeping with the basic model, during simulation, samples are determined by a combination of \( p_m \) and \( q \), given by \( \hat{q}_0 \):

\[
\begin{align*}
\hat{\mathbf{r}}^2_{t} &= \lambda_t \hat{\mathbf{r}}^{\text{gen2}}_t + (1 - \lambda_t) \hat{\mathbf{r}}^{\text{gen2}}_{t-1} \\
\hat{\mathbf{r}}^1_{t} &= \lambda_t \hat{\mathbf{r}}^{\text{gen1}}_t + (1 - \lambda_t) \hat{\mathbf{r}}^{\text{gen1}}_{t-1} \\
\mathbf{s}_t &= \lambda_t \mathbf{s}^{\text{gen}}_t + (1 - \lambda_t) \mathbf{s}^{\text{gen}}_{t-1}. \\
\end{align*}
\]

D.2 Parameter updates

Adding additional layers to our model does not change the fact that the parameter updates can be interpreted as local synaptic plasticity rules at the basal (for \( q \)) or apical (for \( p \)) compartments of our neuron model. Plugging our probability models into the equation for the IL parameter update (Eq. 5), calculating derivatives, and updating our parameters stochastically at every time step as with our basic model gives:

\[
\begin{align*}
\Delta \mathbf{W}^{(ij)}_1 &\propto \frac{1 - \lambda_t}{(\sigma^{\text{inf}}_1)^2} ((\mathbf{r}^{(i)}_t) - f(\mathbf{W}_1 \mathbf{s}_t + \mathbf{a}) f'(\mathbf{W}_1 \mathbf{s}_t + \mathbf{a}) \mathbf{s}^{(j)}_t) \\
\Delta \mathbf{a}^{(i)} &\propto \frac{1 - \lambda_t}{(\sigma^{\text{inf}}_1)^2} ((\mathbf{r}^{(i)}_t) - f(\mathbf{W}_1 \mathbf{s}_t + \mathbf{a}) f'(\mathbf{W}_1 \mathbf{s}_t + \mathbf{a})) \\
\Delta \mathbf{W}^{(ij)}_2 &\propto \frac{1 - \lambda_t}{(\sigma^{\text{inf}}_2)^2} ((\mathbf{r}^{(i)}_t) - f(\mathbf{W}_2 \mathbf{r}^{(i)}_t) f'(\mathbf{W}_2 \mathbf{r}^{(i)}_t) \mathbf{r}^{(j)}_t) \\
\Delta \mathbf{D}^{(ij)}_2 &\propto \frac{\lambda_t (1 - k_t)}{(\sigma^{\text{gen}}_2)^2} ((\mathbf{r}^{(i)}_t) - (\mathbf{D}_2 \mathbf{r}^{(i)}_{t-1}) \mathbf{r}^{(j)}_{t-1}) \\
\Delta \mathbf{D}^{(ij)}_1 &\propto \frac{\lambda_t (1 - k_t)}{(\sigma^{\text{gen}}_2)^2} ((\mathbf{r}^{(i)}_t) - f(\mathbf{D}_1 \mathbf{r}^{(i)}_t + \mathbf{b}) f'(\mathbf{D}_1 \mathbf{r}^{(i)}_t + \mathbf{b}) \mathbf{r}^{(j)}_t) \\
\Delta \mathbf{b}^{(i)} &\propto \frac{\lambda_t (1 - k_t)}{(\sigma^{\text{gen}}_2)^2} ((\mathbf{r}^{(i)}_t) - f(\mathbf{D}_1 \mathbf{r}^{(i)}_t + \mathbf{b}) f'(\mathbf{D}_1 \mathbf{r}^{(i)}_t + \mathbf{b})) \\
\Delta \mathbf{D}^{(ij)}_2 &\propto \frac{\lambda_t}{(\sigma^{\text{gen}}_2)^2} ((\mathbf{s}^{(i)}_t - f(\mathbf{D}_s \mathbf{r}^{(i)}_t) f'(\mathbf{D}_s \mathbf{r}^{(i)}_t) \mathbf{r}^{(j)}_t). \\
\end{align*}
\]
Figure S1: **Additional variations on the phase duration.** a. Comparison of ELBO loss for IL (black) to WS with a 1000 time step phase duration (gray) over training. b. Comparison of an example neuron’s activity through time when the network is in inference mode (green, $\lambda_t = 1$) and when the network is alternating phase, spending 2 time steps in the inference phase, and two time steps the generative phase (blue); the random seed and stimuli are identical in both cases. c. Same as b, but the alternating network spends 32 time steps in the inference phase. d. The correlation across time between neurons in inference mode vs. while alternating phase, for identical random seeds. The inference duration is incremented, while the generative duration is kept constant at 2 time steps. Inset shows the loss for an inference duration of 2 (blue) compared to the loss for an inference duration of 32 (pink).
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   (b) Did you mention the license of the assets? [Yes] The Free Spoken Digit Dataset uses a Creative Commons Attribution-ShareAlike 4.0 International license.
   (c) Did you include any new assets either in the supplemental material or as a URL? [Yes] Code and the data used for training are linked in the main text.
   (d) Did you discuss whether and how consent was obtained from people whose data you’re using/curating? [N/A]
   (e) Did you discuss whether the data you are using/curating contains personally identifiable information or offensive content? [N/A]
5. If you used crowdsourcing or conducted research with human subjects...
   
   (a) Did you include the full text of instructions given to participants and screenshots, if applicable? [N/A]
   
   (b) Did you describe any potential participant risks, with links to Institutional Review Board (IRB) approvals, if applicable? [N/A]
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