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Maps of Visual Space in Human Occipital Cortex Are
Retinotopic, Not Spatiotopic
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We experience the visual world as phenomenally invariant to eye position, but almost all cortical maps of visual space in monkeys use a
retinotopic reference frame, that is, the cortical representation of a point in the visual world is different across eye positions. It was
recently reported that human cortical area MT (unlike monkey MT) represents stimuli in a reference frame linked to the position of
stimuli in space, a “spatiotopic” reference frame. We used visuotopic mapping with blood oxygen level-dependent functional magnetic
resonance imaging signals to define 12 human visual cortical areas, and then determined whether the reference frame in each area was
spatiotopic or retinotopic. We found that all 12 areas, including MT, represented stimuli in a retinotopic reference frame. Although there
were patches of cortex in and around these visual areas that were ostensibly spatiotopic, none of these patches exhibited reliable
stimulus-evoked responses. We conclude that the early, visuotopically organized visual cortical areas in the human brain (like their
counterparts in the monkey brain) represent stimuli in a retinotopic reference frame.
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Introduction
Neural responses in early visual areas are believed to be encoded
in a retinotopic reference frame: cells respond to stimuli at par-
ticular locations on the retina. Although this is a natural reference
frame for encoding the location of visual events, other frames of
reference may be more suitable for encoding visual stimuli when
planning movements (Soechting and Flanders, 1992) or when
integrating information from other senses, such as touch or hear-
ing, that are not encoded in the retina (Jay and Sparks, 1984;
Stricanne et al., 1996; Groh et al., 2001). Different cortical areas
might represent visual stimuli in different frames of reference
depending on the function that each area subserves. Determining
the reference frame of a visual cortical area would then give an
essential clue to its function.

Visual cortical areas are defined by a confluence of factors
(physiology, architecture, connections, and topography), but
visuotopic mapping with functional magnetic resonance imaging
(fMRI) (i.e., retinotopy) has become the standard, routine pro-
cedure for identifying human visual areas, noninvasively, in in-
dividual subjects (Engel et al., 1994; Sereno et al., 1995; Wandell
et al., 2007). It is important to distinguish between measuring a
visuotopic map and determining a retinotopic reference frame.
Visuotopic maps measure the topographic relationship between

responses in cortex and stimulus positions on the retina with eye
position held fixed (typically looking straight forward). Finding
an orderly relationship between retinal stimulus position and
location in the cortex from such a visuotopic mapping measure-
ment does not necessarily imply a retinotopic reference frame;
the reference frame might be based instead on the positions of
stimuli relative to the head, body, or other objects in space. Only
by systematically changing eye position can one disambiguate
alternative reference frames.

Although methods for defining human visual areas with
visuotopic mapping have been routine for over a decade, few
studies have examined reference frames in human visual cortex.
By measuring stimulus-evoked responses for each of several eye
positions, d’Avossa et al. (2007) inferred that visual area V1 rep-
resents stimuli in a “retinotopic” reference frame, but that visual
area MT (also known as V5) (Zeki, 1974; Maunsell and Van
Essen, 1983; Tootell et al., 1995a) represents stimuli in a “spa-
tiotopic” reference frame, linked to the location of stimuli in
space, independent of eye position.

We used an experimental protocol based on the one described
by d’Avossa et al. (2007) to determine the reference frames of 12
human visual cortical areas, each of which was defined with
visuotopic mapping. We found that all visual areas, including
MT, represent stimuli in a retinotopic reference frame. Our re-
sults suggest that the entire visuotopically organized region of the
occipital lobe in humans uses a retinotopic reference frame.

Materials and Methods
Subjects. Five healthy subjects (four males) between the ages of 28 and 36
participated in this study. All subjects had normal or corrected-to-
normal vision and provided previous written informed consent. Exper-
imental procedures were in compliance with the safety guidelines for
MRI research and were approved in advance by the University Commit-
tee on Activities Involving Human Subjects at New York University.
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Reference frame experiment. We used stimuli similar to the ones used
by d’Avossa et al. (2007). In each scan, subjects fixated a cross located at
one of three possible screen locations (!10, 0, or "10° relative to center)
(see Fig. 1 A–C, respectively). Visual stimuli appeared in a pseudoran-
domized order for 3 s at one of four screen locations (!15, !5, "5, and
"15° from the center of the screen). After each stimulus presentation, the
screen was uniform gray (except for the fixation cross) for 3–9 s. Visual
stimuli were 1 # 8° patches of 50 vertically moving black and white dots
against a uniform gray background. Each dot was 15 arc-min in diameter
and moved either up or down at a rate of 15°/s. Because these stimuli
consisted of high contrast moving dots compared with a uniform gray
background, they were well suited for measuring visual responses not
only in motion selective areas like MT and V3A but all occipital visual
areas we tested. To ensure that subjects maintained fixation at the correct
fixation position, we had subjects perform a task at fixation that was
continuously adjusted to maintain constant task difficulty (see below),
and we monitored eye position for accurate fixation with an infrared eye
tracker (see below). For each subject, we acquired either six 8 min (four
subjects) or 12 4 min scans (one subject). Subject S2 was scanned twice
(on separate days) for the reference frame experiment.

Main experiment data analysis. Data for each functional scan were
preprocessed using standard procedures for motion compensation (Ne-
stares and Heeger, 2000), linearly detrended and high-pass filtered with a
cutoff frequency of 0.01 Hz to remove low frequency drift, and converted
to percentage signal change by dividing the time series of each voxel by its
mean image intensity.

Mean hemodynamic response time courses for each stimulus condi-
tion were computed using deconvolution (Dale, 1999). That is, the mean
response for 25 s after stimulus occurrence was computed by multiplying
the pseudoinverse of the stimulus convolution matrix with the time se-
ries. This procedure assumes linear temporal summation of the fMRI
responses (Boynton et al., 1996; Dale, 1999) but does not assume any
particular time course of hemodynamic impulse response functions. To
compute the amplitude of response given a canonical hemodynamic
response function, we performed a complementary analysis using a gen-
eral linear model as described below.

The goodness of fit of the deconvolution model, r 2, was computed as
the amount of variance accounted for by the estimated hemodynamic
responses (Gardner et al., 2005). That is, the estimated hemodynamic
responses computed by deconvolution were convolved with the stimulus
times to form a model response time course, and r 2 was then computed
as the amount of variance in the original time course accounted for by
this model response time course. Statistics (p values) for the r 2 values
were computed using a permutation analysis. Event times were random-
ized and r 2 values were recalculated. We then took 10 of these random-
ized r 2 distributions computed for all voxels and combined them into a
single distribution of r 2 values. We took this combined r 2 distribution as
an estimate of the distribution of r 2 values expected by chance. Note that
each of the 10 distributions was computed using data from all voxels;
thus, combining only 10 randomizations provided sufficient data to es-
timate the distribution of r 2 expected by chance. Each voxel’s p value for
each voxel were computed as the percentage of randomized r 2 values that
were greater than the actual r 2 value for the voxel.

We used p values computed in this manner to select only voxels that
had reliable visual responses for inclusion in the analyses for each visual
area. Because each visual area was defined using topographic mapping of
the full central visual field (see below), much of the cortex area that we
defined was devoted to parts of the visual field in which the stimuli in the
main (reference frame) experiment did not appear. We therefore subs-
elected only those voxels for which there was a statistically significant
( p $ 0.01) visual response in at least one of the three eye fixation condi-
tions. This procedure was chosen to ensure that there was a reliable visual
response for reference frame testing, but did not make any assumption
about what the reference frame was.

To quantify the degree to which a response could be categorized as
retinotopic or spatiotopic, we computed a time course index from the
deconvolved response time courses. We took conditions that would be
expected to match if the responses were in a spatiotopic or retinotopic
coordinate frame and computed their difference (see Fig. 5 A, pairs of

conditions in gray boxes). We then computed the variance of these re-
sidual time courses for retinotopic and spatiotopic predictions separately
and computed the index as their difference divided by their sum. For the
spatiotopic model, the responses to all four stimulus locations were pre-
dicted to match between different fixations, but for the retinotopic model
only three or two conditions were predicted to match. To prevent the
index from being biased toward a retinotopic outcome by the fewer
matching conditions, we selected the following subset of stimulus con-
ditions for the spatiotopic model: the left three stimulus conditions be-
tween fixation to the left and center, the right three stimulus conditions
between fixation to the right and center, and the center two conditions
between left and right fixation. Using different combinations of stimulus
conditions for the spatiotopic and retinotopic predictions (e.g., using all
matching conditions, or a small subset of conditions that changed the
side of fixation they appeared on) made numerical differences to the time
course index but did not qualitatively change whether a response was
determined to be retinotopic or spatiotopic. The statistical significance of
the time course index (e.g., as indicated by the grayscale of the symbols in
Fig. 9) was computed using a permutation analysis. Event times were
randomized 100 times and the time course index was recomputed for
each voxel. The p value for each voxel was then computed as the percent-
age of the randomized index values that exceeded the actual index value
for the voxel.

Response amplitudes were computed by linear regression using a ca-
nonical model of the hemodynamic impulse response. The canonical
hemodynamic response was a difference of two gamma functions, de-
fined by the following equation: y % (1/[(a ! 1)!])xa !1e !x, where the
shape parameter, a, was set to 6 and 16, respectively, and the second
gamma function was scaled by 1/6. For each of the four stimulus posi-
tions, this canonical response function was then convolved with a time
course consisting of a 1 when each stimulus occurred and zeroes else-
where. These four time courses were then placed into the four columns of
a design matrix. Each column was then subjected to the same preprocess-
ing as the actual time course data; the columns were linearly detrended,
high-pass filtered, and then converted into percentage signal change. The
response amplitudes were then computed by taking the pseudoinverse of
this design matrix and multiplying it with the actual time course data.

We computed an “amplitude index” using the method in the study by
d’Avossa et al. (2007). We estimated the amplitude of response for each
eye and stimulus position using a general linear model (see above). These
four amplitudes were then linearly interpolated every 1/100th of a degree
from !20 to "20°. The curve for the left fixation was then shifted to the
right and the curve for the right fixation was shifted to the left by the same
amount, and the summed squared difference between the shifted right
and left fixation curves with the central fixation curve was computed. The
shift that resulted in the minimum difference between the curves was
taken as the amplitude index. By definition, a shift of 1 brings the curves
into alignment for a retinotopic reference frame, and a shift of 0 brings
the curves into alignment for a spatiotopic reference frame. We evaluated
shifts ranging from !0.5 (past the spatiotopic prediction) to 1.5 (past the
retinotopic position).

Visuotopic mapping. Visuotopic mapping of visual field eccentricity
and polar angle was achieved with standard methods (Engel et al., 1994,
1997; Sereno et al., 1995; Larsson and Heeger, 2006). Briefly, high con-
trast radial checkerboard patterns were presented either as 90° rotating
wedges or as expanding and contracting rings. Each run in a session
consisted of 10.5 cycles of length 24 s of the stimulus rotating or expand-
ing/contracting (168 volumes). The first half-cycle of response was dis-
carded. Each scanning session consisted of six runs of the wedge stimulus
(three clockwise and three counterclockwise) and four runs of the ring
stimulus (two expanding and two contacting). Time series from all runs
were advanced by two frames, the response time series for counterclock-
wise wedges and contracting rings were time-reversed and averaged with
responses to clockwise wedges and expanding rings, respectively. The
Fourier transforms of the resulting time series were obtained and the
amplitude and phase at the stimulus frequency was examined. Coherence
was computed as the ratio between the amplitude at the stimulus fre-
quency and the square root of the sum of squares of the amplitudes at all
frequencies. We then displayed maps of coherence, amplitude, and phase
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on flattened representations of the cortical surface, which were seg-
mented from three-dimensional volumes [T1-weighted magnetization-
prepared rapid gradient echo (MPRAGE) volumes, 1 # 1 # 1 mm] using
the public domain software SurfRelax (Larsson, 2001). Finally, visual
area boundaries were drawn by hand on the flat maps, following pub-
lished conventions (Larsson and Heeger, 2006), and the corresponding
gray matter coordinates were recorded. Because data from each scanning
session were registered to the same three-dimensional volume (see be-
low), we could then use these gray matter coordinates to analyze data
from subsequent scanning sessions separately for each visual area.

To examine whether human MT exhibited a spatiotopic reference
frame, as was reported by d’Avossa et al. (2007), we took particular care
in defining MT according to criteria in the published literature. In par-
ticular, two primary functional criteria were used to distinguish MT.
First, MT responds more strongly to coherently moving dots relative to
static dots (Zeki et al., 1991; Tootell et al., 1995a), setting it apart from
neighboring areas LO1 and LO2 (Larsson and Heeger, 2006) (see Fig.
2 A). Second, MT is identifiable relative to nearby visual areas by its
distinct topographic organization (Huk et al., 2002; Smith et al., 2006):
MT is located anterolateral to LO1 and LO2 (Larsson and Heeger, 2006),
has a representation of the fovea that is different from neighboring visual
areas (see Fig. 2 B), and has a complete representation of the contralateral
hemifield (see Fig. 2C). We further restricted the area defined by these
two criteria to include only voxels that modulated with the polar angle
(rotating wedge) stimulus (see Fig. 2 B). This was done because MT is
distinguished from MST in terms of the sizes of the underlying receptive
fields (Desimone and Ungerleider, 1986; Tanaka et al., 1986). MST neu-
rons, unlike those in MT, have very large receptive fields that extend into
the ipsilateral visual field and are thus not modulated strongly by the
polar angle stimulus (Huk et al., 2002; Smith et al., 2006). Applying these
criteria enabled us to reliably identify MT in both hemispheres of all five
subjects studied.

We note that there is controversy over the definition of area V4
(Tootell and Hadjikhani, 2001; Brewer et al., 2005; Hansen et al., 2007).
We used the definition of V4 used by Wandell et al. (2007). Our conclu-
sions would not have differed qualitatively had we adopted any of the
other proposed definitions.

Moving dot localizer stimulus. As one of the criteria in defining MT (see
above), we compared responses to static and moving dots (Tootell et al.,
1995a). A full screen (29 # 22°) pattern of 0.11° square dots appeared on
a black background. In one half-cycle of the stimulus, dots moved in an
expanding/contracting optic flow pattern whose center was at the fixa-
tion point at the center of the screen. On every volume acquisition (1.5 s),
we reversed the direction of optic flow to avoid motion aftereffects. On
the second half-cycle of the stimulus, the dots remained fixed in location.
Each full cycle was 24 s long and the stimulus was run for 11 cycles (176
volumes). Data were acquired from two runs and averaged. The stimulus
simulated motion of the observer in three dimensions toward and away
from a three-dimensional cloud of dots. Different dots had appropriately
computed speeds and directions that varied according to the location of
the dot in the simulated three-dimensional volume. Thus, the two-
dimensional retinal velocity of each dot varied according to its location in
the three-dimensional volume. Across all of the dots presented on the
screen, the median retinal speed was 24°/s. The two-dimensional projec-
tion presented on the screen was maintained to have an average dot
density of 5 dots/°. The coherence, phase, and amplitude at the stimulus
frequency was computed in the same way as for the topography measure-
ments (see above).

To determine whether the localizer isolated motion-selective re-
sponses in MT as opposed to general sensitivity to dynamic versus static
patterns, we also measured responses to coherent versus incoherent mo-
tion. The coherent motion stimulus was the same as that described
above. For the incoherent motion stimulus, each dot was assigned a
random optic flow motion on every frame of the stimulus. The random
velocities were drawn from the distribution of velocities in the coherent
motion stimulus such that local, instantaneous motion was the same, but
without global coherence. These stimuli evoked similar responses in MT
as the moving/static stimulus; however, early visual areas including V1
did not respond differentially to the coherent/incoherent motion stimuli.

Behavior. To maintain proper fixation and consistent behavioral state
during the reference frame experiments, subjects were instructed to perform
a 2IFC (two-interval forced-choice) luminance discrimination task on the
fixation cross. On every trial of the fixation task, the cross was initially cyan
(500 ms), and then briefly dimmed during each of two target intervals (100
ms). The two target intervals were separated by a 500 ms period in which the
cross was again cyan. After a final 500 ms cyan interval, the cross turned
yellow to indicate the response interval. The subject was given 1 s to press one
of two buttons indicating whether the cross was darker during its first or
second dimming. If the subject chose correctly, the cross turned green, and
otherwise, red. The task was run asynchronously with the peripheral refer-
ence frame stimuli. On each trial, the target luminance decrement was set by
a two-down one-up staircase to maintain a performance near 71% correct
(Wetherill and Levitt, 1965).

MRI methods. MRI data were acquired on a Siemens (Erlangen, Ger-
many) 3T Allegra head-only scanner using a head coil (NM-011; NOVA
Medical, Wakefield, MA) for transmit and a four-channel phased array
surface coil (NMSC-021; NOVA Medical) for receive. Functional scans
were acquired with gradient recalled echo-planar imaging to measure
blood oxygen level-dependent (BOLD) changes in image intensity
(Ogawa et al., 1990). Functional imaging was conducted with 27 slices
placed perpendicular to the calcarine sulcus (repetition time, 1.5 s; echo
time, 30 ms; flip angle, 75°; 3 # 3 # 3 mm; 64 # 64 gridsize). The first two
images were discarded to allow longitudinal magnetization to reach
steady-state. A T1-weighted (MPRAGE) 1.5 # 1.5 # 3 mm anatomical
volume was acquired in each scanning session with the same slice pre-
scriptions as the functional images. This anatomical volume was aligned
using a robust image registration algorithm (Nestares and Heeger, 2000)
to a high resolution (three-dimensional MPRAGE, 1 # 1 # 1 mm)
volume that was acquired in a separate session.

Visual stimulus presentation. Visual stimuli were presented with one of
two displays: (1) an electromagnetically shielded analog liquid crystal
display (LCD) flat panel monitor (NEC 2110; NEC, Tokyo, Japan) with a
resolution of 800 # 600 pixels and a 60 Hz refresh rate (S2 and S3
topography experiment) or (2) an LCD projector (Eiki LC-XG100; Eiki,
Rancho Santa Margarita, CA) with a pixel resolution of 1024 # 768 (S1
and S4 –S6 topography and all subjects reference frame experiment). The
LCD monitor was located behind the scanner bore and was viewed by
subjects through a small mirror, at a distance of 150 cm making for a field
of view of 16 # 12°. Subjects viewed the image from the LCD projector on
a rear projection screen placed inside the bore of the magnet at a distance
of 57 cm, yielding a field of view of 29 # 22°. For the reference frame
experiment, our display device could not quite accommodate 15° of
visual angle [the angle used in the study by d’Avossa et al. (2007)], so we
scaled all of the stimulus and eye positions by a scale factor of 0.9472.
Thus, a location of 15° reported in the text was actually scaled to 14.2°, 10°
was 9.5°, and 5° was 4.7°. The mirror was positioned so that the stimuli
and fixation cross could be viewed with the eyes vertically centered in the
orbits, although the stimuli and fixation cross appeared 3.5° below the
center of the display. Both display devices were calibrated using a Photo
Research (Chatsworth, CA) PR650 SpectraColorimeter to achieve a
linear gamma. Stimuli were generated using Matlab with the
PsychToolbox [topography experiment (Brainard, 1997; Pelli, 1997)] or
MGL [reference frame experiment and MT localizer (http://
justingardner.net/mgl)].

Eye position measurements. Eye position during the MRI sessions was
monitored using an ASL Model 504 eye tracking system (Applied Science
Laboratories, Bedford, MA). At the beginning of each functional scan, an
eye calibration was done in which the subject fixated a yellow dot at the
center as well as 5° to the left, right, above, and below screen center. Data
from the calibration were used to find the best affine transformation
(translation, rotation, linear scaling, and linear shear) of the raw eye data
to eye position in degrees. For most subjects, the difference between the
position of the pupil and the corneal reflection was calibrated and used
for analysis, but the corneal reflection trace was of poor quality for one
subject so only the pupil center position was used. We note that any
deviations from fixation would be expected to degrade measurements of
a retinotopic reference frame but not of a spatiotopic reference frame (by
definition, the responses do not depend on eye position in a spatiotopic
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representation). Therefore, eye position effects could not explain any
lack of spatiotopic response patterns. Nonetheless, we analyzed the eye
traces for four of the five subjects for which we had eye tracking data from
the main experiment. In particular, we examined the stimulus triggered
average of the horizontal and vertical eye position for the 3 s during
which the stimulus was presented.

We found that the median eye position during stimulus viewing did
not differ as a function of the stimulus position ( p & 0.05, one-way
ANOVA). We also examined the stability of fixation as a function of the
three eye positions in the main experiment (for two subjects, we could
analyze only two of the three eye positions because the eye tracker failed
for one of the eccentric fixation positions). For three of four subjects, the
SDs of horizontal and vertical eye positions across trials were $0.75°. For
the fourth subject, the SDs were $1.5°. We suspect that the greater vari-
ation in eye position for this subject was attributable to noise in the
measurement, because the subject was wearing corrective lenses that
interfered with measurement of the corneal reflection, thus forcing us to
use only the pupil measurement for eye position. Neither the horizontal
( p % 0.58) nor the vertical ( p % 0.43) SD of eye position varied signifi-
cantly as a function of the three eye positions (one-way ANOVA). For an
example of eye position measurements and their analysis, see supple-
mental Figure 1 (available at www.jneurosci.org as supplemental
material).

Results
To test whether human visual cortical areas represent visual stim-
uli in a retinotopic or spatiotopic reference frame, we measured
BOLD fMRI responses to motion stimuli presented at four posi-
tions on the screen (!15, !5, "5, and "15° from the center of
the screen). In separate scans, subjects were instructed to fixate
one of three different fixation positions (Fig. 1A–C, !10, 0, "10°
from the center of the screen, respectively). These stimuli were
similar to those used by d’Avossa et al. (2007). To examine re-
sponses to these stimuli, we used standard visuotopic mapping
procedures to identify visual areas (Engel et al., 1994, 1997; Ser-
eno et al., 1995; Larsson and Heeger, 2006), taking special care to
identify area MT according to criteria published by a number of
laboratories (Tootell et al., 1995a; Huk et al., 2002; Smith et al.,
2006) (see Materials and Methods) (Fig. 2).

V1 uses a retinotopic reference frame. We examined the re-
sponse time course of the average of all voxels in V1 that re-
sponded to the stimuli in at least one of the three eye position
conditions ( p ! 0.01, permutation test). The left V1 of subject 2
(Fig. 3A) was representative of all subjects, showing responses to
stimuli in the visual field contralateral to the fixation point (that
is, in retinal coordinates) for all three eye positions.

MT also responded to stimuli in a retino-
topic, and not spatiotopic, reference frame.
When fixation was held at !10° to the left
(Fig. 3B, first column), the three contralat-
eral targets evoked strong responses (red, or-
ange, and blue curves) in MT, and the one
ipsilateral stimulus (purple curve) did not.
When the subject fixated in the center of the
screen (Fig. 3B, second column), the two
contralateral targets elicited responses (or-
ange and blue curves). Finally, with the eyes
held "10° to the right (Fig. 3B, third col-
umn), the single contralateral stimulus elic-
ited a response (blue curve). If MT repre-
sented visual stimuli in a spatiotopic
reference frame, these stimuli would have
evoked similar responses at all eye positions,
but plainly the stimuli that evoked maximal
responses were at particular locations on the
retina. This is the hallmark of a retinotopic

representation. The only readily discernible difference between the
data from V1 and MT in Figure 3 is that the selected voxels in MT
responded over a wider range of spatial locations, as one might ex-
pect from the larger size of MT receptive fields (Desimone and Un-
gerleider, 1986; Tanaka et al., 1986).

For both V1 and MT, plotting a measure of response amplitude
as a function of screen (Fig. 3, fourth column) or retinal (Fig. 3, fifth
column) position of the target confirmed the conclusion made from
examining time courses; both areas represented stimuli in a retino-
topic reference frame. The response amplitudes were calculated us-
ing a general linear model, assuming a canonical hemodynamic re-
sponse function. Response amplitudes across the three fixation
conditions were better aligned as a function of position on the retina
than as a function of position on the screen.

Like V1 and MT, every visual area that we examined re-
sponded in a retinotopic reference frame. Time courses for areas
V2, V3, V3A, V3B, V4, V7 (also known as IPS0) (Swisher et al.,
2007), LO1, and LO2 showed the same pattern of results as V1
and MT (Fig. 4, plots results from the left hemisphere of subject 2;
results were similar for all visual areas in all subjects). Areas with
smaller receptive fields behaved like V1, responding to a single
contralateral stimulus location that shifted with eye position ap-
propriately for a retinotopic reference frame. Areas with larger
receptive fields like V7/IPS0 and LO2 behaved like MT, showing
the same characteristic retinotopic pattern of responses to three,
two, and one contralateral stimulus locations for the different
fixation positions.

To quantify the degree to which responses were described by a
retinotopic or spatiotopic reference frame, we computed an in-
dex according to the method of d’Avossa et al. (2007) (see Mate-
rials and Methods). This index was based on response amplitudes
estimated by a general linear model, so we call it the “amplitude
index.” The amplitude index was computed by finding the best
alignment of linearly interpolated curves like the ones in the
fourth and fifth columns of Figure 3. Perfect alignment in a reti-
notopic reference frame would have given a value of 1, and per-
fect alignment in a spatiotopic reference frame would have given
a value of 0.

The amplitude index is only meaningful if the underlying re-
sponse time courses are well fit by the canonical hemodynamic re-
sponse function used in the general linear model. To avoid this as-
sumption, we performed a complementary analysis with a second
index, the “time course index” that is nonparametric and does not

3 s

3-9 s

Fixation –10° Fixation 0° Fixation +10° A B C

Figure 1. Schematic diagram of experimental conditions used in main reference frame experiment. A, B, and C each depict one
of the three different eye fixation conditions that was used during each scan (!10, 0, or "10°, relative to center, respectively).
Visual stimuli, consisting of black and white moving dots, appeared for 3 s, in a pseudorandomized order, at each of four screen
locations (!15, !5, "5, and "15° from the center of the screen). Between each stimulus presentation the screen was gray for
3–9 s.
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make any assumptions about the shape of the hemodynamic re-
sponse. The time course index measures the fraction of the variance
in the first 10 s of the BOLD response after stimulus onset that can be
accounted for by a retinotopic or a spatiotopic reference frame

model. Specifically, we subtracted pairs of responses from different
eye fixations that corresponded to the same retinotopic or spa-
tiotopic position, respectively (Fig. 5A). If the responses were per-
fectly accounted for by one of the models, the residual variance for

Figure 2. Criteria used to establish the location of visual areas including MT (subject S1, right hemisphere). For each panel, activity is rendered on a flattened representation of the occipital cortex.
A, Responses to coherently moving dots relative to static dots. The color at each point on the map indicates the coherence of the response at the stimulus frequency. B, Map of visual eccentricity. The
color at each point represents the response phase of the voxel to an expanding/contracting ring stimulus. C, Map of polar angle. The color at each point on the map represents the response phase of
the voxel to a rotating wedge stimulus.
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Figure 3. Retinotopic responses from the left hemisphere of a representative example subject (subject S2). A, Left hemisphere V1. B, Left hemisphere MT. Mean responses were computed for all
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that model would have been 0. We then computed the index as the
difference in residual variances of the spatiotopic and retinotopic
models divided by their sum. This index would have been !1 for

perfectly spatiotopic and "1 for perfectly retinotopic responses. A
value of 0 would have indicated that both models explained the data
equally well (or equally badly).

Factors unrelated to reference frame, such as noise in the re-
sponses, prevented both the amplitude and time course indices
from reaching a perfect retinotopic or spatiotopic value. The time
course index, which required estimation of all the time points in
the response as opposed to a single amplitude measure, was more
susceptible to noise than the amplitude index. Furthermore, any
systematic differences in the hemodynamic response across eye
positions would have caused the indices to deviate from 1. Poten-
tial sources of systematic variability included overall changes in
response magnitude with eye position, as might be found for
neurons with gain fields (Andersen and Mountcastle, 1983; Gal-
letti et al., 1995), and the possibility that at different fixation
positions the edge of the projection screen may have provided a
stationary luminance edge that contributed to the responses re-
gardless of stimulus location.
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Both the time course index (Fig. 5B) and the amplitude index
(Fig. 5C) suggest that a retinotopic reference frame describes all
visual areas in all subjects (12 hemispheres including one subject
who was scanned twice; one or two hemispheres were dropped
from the analysis for areas V4, V3B, V7, LO1, and VO1 because of
lack of significant visual activity; only two hemispheres in which
we were able to visuotopically define and measure significant
visual activity from VO2). The amplitude index was statistically
indistinguishable from the retinotopic prediction of 1. The time
course index also displayed retinotopic values, but did not reach
perfect retinotopic values of 1. This was to be expected, however,
because the time course index was more susceptible to noise (see
above) than the amplitude index. In specific contradiction to the
report of d’Avossa et al. (2007), we found that the time course
index for area MT was well within the range of retinotopic values
displayed by other visual areas.

It is of course possible that even if the average response of a
whole area is retinotopic, there might exist subregions within the
area that use another reference frame. We therefore examined
whether responses on a voxel-by-voxel basis, as opposed to aver-
aged over each visual area, could be classified as being in a reti-
notopic or spatiotopic reference frame. We plotted either the
time course index (Fig. 6B) or the amplitude index (Fig. 6C) on a
flattened representation of a posterior region of cortex (depicted
in Fig. 6A) that included most of the occipital lobe. We display
index values only for voxels that exhibited strong visual responses
to at least one of the stimulus conditions in at least one of the
three fixation conditions ( p ! 0.01, permutation test) (for de-
tails, see Materials and Methods). Inspection of the maps of both
indexes confirmed that all visual areas examined were primarily
retinotopic (red) as opposed to spatiotopic (blue). Although
some voxels had responses that could not be classified (white) by
these two indexes, none of the voxels on these maps displayed
index values that were distinctly spatiotopic.

d’Avossa et al. (2007) reported spatiotopic responses in area
MT, which we did not observe. We therefore wondered whether
there might be a region of spatiotopic responses near MT in our
subjects that might account for the discrepancy between our
finding and theirs. We began by making maps of time course
indexes (Fig. 7A) and amplitude indexes (Fig. 7B) like the ones
shown in Figure 6, but with two modifications. First, to better
identify regions near area MT, we shifted the flat patch location so
that MT was in the center (patch location depicted in Fig. 7B,
bottom, inset). Second, so as not to miss any possible spatiotopic
responses, we displayed all voxel indexes, whether they had sig-
nificant visual activity or not. Visual examination of these maps
showed clearly retinotopic indexes (red) inside visual areas (black
outlines). Inspection of individual voxels within these clearly
retinotopic regions revealed responses like the one shown in Fig-
ure 7C. These single voxel time courses had clear visually evoked
responses in a retinotopic reference frame, similar to the re-
sponses computed for the average over the whole visual area
(compare Fig. 3B). Plotting the amplitude of response for these
voxels as a function of position on the screen (Fig. 7C, fourth
column) or position on the retina (Fig. 7C, fifth column) yielded
curves better aligned in retinotopic than spatiotopic coordinates.

Inspection of these index maps revealed ostensibly spatiotopic
voxels, but the time courses for these voxels did not exhibit reli-
able visual activity and were otherwise indistinguishable from
noise. Examples of such ostensibly spatiotopic voxels chosen
from the amplitude index map are shown in Figure 7, D–F (the
voxel locations are indicated in Fig. 7B). We note that there is an
obvious selection bias in examining statistics of voxels that have

been chosen to have a spatiotopic amplitude or time course in-
dex; by definition, the amplitude or time course must show the
spatiotopic effect for which they have been selected. However,
spatiotopic values of either index do not necessarily ensure that
the voxel time course will have a robust visual response with the
usual hemodynamic response. It is therefore useful to examine
the time courses of these ostensibly spatiotopic voxels to make
sure that they had a credible visual response. Indeed, the time
courses for these representative voxels, which included the voxel
with the smallest (i.e., most spatiotopic) amplitude index (Fig.
7F), had no clear visually evoked response (first to third col-
umns). Inspecting the estimated response amplitudes on an ex-
panded vertical scale (fourth and fifth columns) showed the rea-
son why these voxels had small index values; the estimated
response amplitudes, although mostly because of noise, were bet-
ter aligned in screen coordinates than retinal coordinates. Simi-
larly, voxels with ostensibly spatiotopic responses chosen from
the time course index map (Fig. 7G–H), including the voxel with
the smallest (i.e., most spatiotopic) time course index (Fig. 7G),
showed no clear visually evoked response. Indeed, all the osten-
sibly spatiotopic voxels we found in the vicinity of MT resulted
from noisy responses that did not reflect visually evoked activity.

We used a cross-validation method to determine whether any
spatiotopic responses in and around MT were reliable. For each
subject, we split the data in half, and computed the time course
index for each half of the data. Based on a histogram of the index
values for all voxels in MT" (i.e., MT plus the neighboring mo-
tion sensitive areas including area MST) in the first half of the
data, we selected voxels that could be categorized as retinotopic
(Fig. 8A, time course index " 0.2, dark gray tail of distribution).
Calculating the time course index on the second half of the data
for these retinotopic voxels confirmed that these responses were
reliably retinotopic; the distribution of time course indexes for
these voxels in the second half of the data were again in the
retinotopic range (Fig. 8C). Performing the same analysis for the
ostensibly spatiotopic voxels (Fig. 8A, time course index less than
or equal to !0.2, light gray tail of distribution), we found that the
responses were not reliable. On the second half of the data, the
index values were not in the spatiotopic range, but were centered
around 0 (Fig. 8B). In fact, computing the correlation of the time
course index for all voxels with a nominally retinotopic index in
the first half of the data (time course index & 0) with the index
value in the second half of the data, gave a positive correlation
(r % 0.120; p $ 0.001), indicating that there was a significant
tendency for values to remain retinotopic in the second half of the
data. Computing the same correlation for the voxels with a nomi-
nally spatiotopic index (time course index $ 0), the correlation was
significantly negative (r % !0.215; p $ 0.001), indicating that the
response in the second half of the data tended not to replicate the
spatiotopic effect, but instead were more retinotopic.

Voxels with more reliable visual responses were more clearly
classified as being retinotopic. An index value of 0 might have
been observed in some voxels for either of two reasons: first, if the
responses were completely unreliable (noise only) and, second, if
the reference frame was halfway between purely retinotopic and
purely spatiotopic. The cross-validation analysis suggests the
former (noise) interpretation. To confirm that this was the case,
we performed an analysis comparing the time course index with a
measure of response reliability. We calculated the reliability of
responses, r 2, by taking the fraction of the variance in the original
time course that was accounted for by the mean (technically,
deconvolved) response time course (Gardner et al., 2005). A
voxel with no repeatable response to the visual stimuli would
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have had an r 2 of 0. A voxel whose time course consisted of
identical responses to each stimulus presentation would have had
an r 2 of 1. Plotting the r 2 value against the time course index for
all voxels in MT across all subjects, we found a significant positive
correlation between r 2 and the time course index ( p $ 0.05, all
hemispheres) (Fig. 9A).

We found this same relationship across all visual areas in all
subjects. Robust visual responsiveness was always associated with
a retinotopic reference frame. Summarizing plots like the one in
Figure 9A, with a mean and SE ellipse for all the voxels in each
area, separately for each subject, showed that there was a positive
correlation between the robustness of response and the time
course index (Fig. 9B) (note change of scale from Fig. 9A). MT
(black ellipses), for some subjects, had both highly reliable re-
sponses and high (i.e., retinotopic) time course indexes (for
subject-by-subject plots, see supplemental Fig. 2, available at
www.jneurosci.org as supplemental material). Measurements
from other subjects were noisier and consequently had lower r 2

values and less clearly retinotopic time course indexes; this was
true of all visual areas, including V1. Although one might expect
that the earliest visual areas would be the easiest in which to
distinguish the reference frame, we found instead that response
reliability was the factor that most strongly determined whether
the reference frame was unambiguous. For example, V1 in some
subjects had both small r 2 and small index values, whereas V4 in
some subjects had both large r 2 and large index values. That is,
having a robust visual response was a prerequisite for testing
which reference frame that response was in.

Discussion
Although multiple maps of the visual world have been discovered
in the human cortex by using visuotopic mapping procedures
(Engel et al., 1994; Sereno et al., 1995; Wandell et al., 2007), the
reference frame of these visual maps has not been systematically
tested. We used these visuotopic mapping procedures to define
12 visual areas that contain maps of the visual world. By measur-
ing activity evoked by different stimulus locations and different
eye positions, we have shown that all of these cortical areas, in-
cluding area MT, represent stimulus location in a retinotopic
reference frame.

We searched for spatiotopic responses throughout the occip-
ital lobe, paying extra attention to the region in and around area
MT. We found some voxels (i.e., small patches of cortex in indi-
vidual brains) that appeared to be spatiotopic, but these turned
out to be spurious; cross-validation from half of the data to an-
other revealed that only retinotopic responses were reliable. In
fact, the reliability of visual response was correlated with the de-
gree to which visual areas could be classified as being retinotopic,
and all robust visual responses in our data were clearly more
consistent with a retinotopic than a spatiotopic reference frame.

Our results are consistent with experiments in awake behav-
ing monkeys showing that visual cortical areas, and particularly
all those with visuotopic maps, represent the world in a primarily
retinotopic reference frame (Cohen and Andersen, 2002). The
most commonly reported effect of eye position is to change the
overall gain of visual responses (Andersen et al., 1985b; Bremmer
et al., 1997). Such gain fields scale the magnitude of retinotopic
visual responses as a function of the position of the eye in the
orbit. The effect can be fit with a planer function of eye position
that varies from neuron to neuron. If neurons with similar gain
fields are grouped together in the cortex (Siegel et al., 2003), then
fMRI responses may similarly show changes in the gain of re-
sponse for different eye positions (Baker et al., 1999; DeSouza et
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al., 2002). In fact, gain field effects could
account for part of the reason why our in-
dices did not reach perfect retinotopic val-
ues; while responses were in a retinotopic
reference frame, they would be scaled
differently at different eye positions. To
fully test for this type of effect would re-
quire considerably more data, ideally
measuring the response fields of each
voxel for each of several eye positions
that vary along the horizontal and verti-
cal dimensions to reliably fit a gain field
plane to the responses.

There are some reported exceptions to
retinotopic reference frames (Graziano et
al., 1994; Olson and Gettner, 1995; Du-
hamel et al., 1997; Dean and Platt, 2006;
McKyton and Zohary, 2007), notably in
the ventral intraparietal area (VIP)
(Maunsell and van Essen, 1983). VIP is
sensitive both to somatosensory stimuli
around the head and to visual motion
stimuli such as looming optic flow mo-
tions, and does not reportedly have a clear
topographic organization (Colby et al.,
1993; Duhamel et al., 1998). Neurons in
VIP display a continuum of responses with
approximately equal numbers represent-
ing stimuli in retinotopic and spatiotopic
reference frames (Duhamel et al., 1997;
Avillac et al., 2005). We did not identify
human VIP (Sereno and Huang, 2006) in
our experiment. Although it has been sug-
gested that putative human VIP uses a spa-
tiotopic reference frame (Sereno and
Huang, 2006), the fMRI measurements
that we made would have averaged re-
sponses from neurons with different refer-
ence frames, and thus would not have been
likely to reveal the spatiotopic representa-
tion of a subpopulation of neurons.

Retinotopic reference frames in early
visual areas may be the result of static an-
atomical connections that link visual re-
sponses in cortex to particular parts of the
retina. However, there is evidence from
single-unit recording studies that retino-
topic representations, predominately in
higher order areas and ones involved in the
generation of saccadic eye movements,
may be actively updated in anticipation of
the end point of an impending saccade
(Goldberg and Bruce, 1990; Duhamel et
al., 1992; Walker et al., 1995; Umeno and
Goldberg, 1997; Nakamura and Colby,
2002). Human fMRI experiments have
found results in agreement with these studies (Medendorp et al.,
2003; Merriam et al., 2003, 2007), particularly for regions of the
intraparietal cortex, the putative human homolog to monkey LIP
(lateral intraparietal area) (Andersen et al., 1985a). Although
these and other studies (Tolias et al., 2001) have suggested that
visual responses may be actively modified or updated around the
time of saccade initiation, they are all consistent with retinotopic

reference frames when the eyes are fixed, as we found in this
study.

How can these results be reconciled with the claim that human
MT is organized in a spatiotopic reference frame (d’Avossa et al.,
2007)? Two factors in our experimental design and analysis were
critical. First, we defined MT using visuotopic mapping as well as
functional criteria. d’Avossa et al. defined an area based on the
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responses to two visual motion localizers, not based on visuo-
topic mapping. The area that they called MT was small (0.6 cm 3

of cortex), less than one-quarter the size of MT in our study
(median of 2.7 cm 3) (Fig. 2). It is impossible to determine the
precise correspondence between MT and the area used by
d’Avossa et al., because there is considerable variability across
individuals in the locations of visual areas, including V1 and MT
(Andrews et al., 1997; Amunts et al., 2000). Hence, anatomical
references (e.g., Talairach coordinates) are not reliable indicators
of visual areas (Saxe et al., 2006). Perhaps the area reported by
d’Avossa et al. was a small anterior portion of what we call MT"
(which includes neighboring motion-sensitive areas such as
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MST), and thus may not have included visuotopic MT at all.
However, this explanation is unlikely because our explicit search
for spatiotopic voxels in the vicinity of MT was unsuccessful.
Second, our analysis took explicit account of the robustness of
visual responses. Response time courses that are not robust can-
not be used to determine the reference frame. Had d’Avossa et al.
used an area outside visuotopic MT, without explicitly evaluating
the robustness of visual responses, they may have been especially
susceptible to misclassifying spurious responses as spatiotopic.
Response amplitude estimates, even if they account for a signifi-
cant portion of the variance, may not be faithful abstractions of
the response time courses if the model they are based on does not
provide a good fit to the data.

Can responses attributable to spatiotopic redirection of attention
be confounded with a spatiotopic reference frame? MT activity can
be modulated by task demands and attentional cues (Corbetta et al.,
1990; Treue and Maunsell, 1996; Beauchamp et al., 1997; O’Craven
et al., 1997; Gandhi et al., 1999; Huk and Heeger, 2000) and topo-
graphic activity can be recorded in human occipital regions by di-
recting spatial attention (Brefczynski and DeYoe, 1999; Silver et al.,
2005) even in the absence of a visual stimulus (Kastner et al., 1999;
Ress et al., 2000; Serences and Boynton, 2007). If subjects directed
their attention to a spatiotopic location regardless of fixation, for
example the target on the left of the screen, responses would have
been larger for the attended location for all eye positions. However,
this possible attentional confound does not explain the results of
d’Avossa et al. for two reasons. First, spatiotopic responses were re-
ported both when subjects were instructed to attend to the targets
and when their attention was not controlled at all. That is, attention
was not a critical factor in the results reported by d’Avossa et al.
Second and more decisively, attentional modulation can only ex-
plain the pattern of results seen in one hemisphere at a time.
d’Avossa et al. reported that the left MT responded to the two targets
on the right, regardless of eye position, whereas the right MT re-
sponded to the two targets on the left. If subjects directed their atten-
tion spatiotopically to the leftmost target, then spatiotopic responses
in right MT might be explained, but the left MT would have also
responded to the attended target on the left, and not to the targets on
the right as was reported by d’Avossa et al.

Our results are also consistent with a large body of accumu-
lated evidence that monkey and human area MT are functionally
corresponding areas. Neurons in monkey MT form a homoge-
neous population readily identifiable by a distinct and robust
selectivity for the direction of visual motion (Zeki, 1974; Maun-
sell and Van Essen, 1983). A region in lateral occipital cortex in
humans, initially identified by its high sensitivity to visual motion
(Zeki et al., 1991; Tootell et al., 1995a), exhibits many anatomical
and physiological properties that are hallmarks of MT in mon-
keys. fMRI responses in this region show some direction selectiv-
ity (Huk et al., 2001; Kamitani and Tong, 2006), respond mono-
tonically to increases in motion coherence (Rees et al., 2000),
adapt selectively to directional motion (Tootell et al., 1995b; Huk
et al., 2001), and are selective for pattern- as well as component-
motion (Huk and Heeger, 2002). This region, dubbed MT" or
hMT, most likely corresponds to a combination of monkey areas
MT and MST, and by using functional and visuotopic mapping
criteria, can be subdivided into regions analogous to monkey MT
and MST (Huk et al., 2002; Smith et al., 2006). The response
characteristics of the subdivided human MT suggest that this
region in humans is functionally equivalent to area MT in mon-
keys. Our results extend this functional equivalence by showing
human MT, like monkey MT (Krekelberg et al., 2003), represents
stimuli in a retinotopic reference frame. Indeed, our findings

demonstrate that retinotopic reference frames are a fundamental
property that is shared not just between functionally equivalent
areas in the human and monkey, but among all routinely identi-
fiable occipital visual areas.
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