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Decoding and Reconstructing Color from Responses in
Human Visual Cortex

Gijs Joost Brouwer and David ]. Heeger
Department of Psychology and Center for Neural Science, New York University, New York, New York 10003

How is color represented by spatially distributed patterns of activity in visual cortex? Functional magnetic resonance imaging
responses to several stimulus colors were analyzed with multivariate techniques: conventional pattern classification, a forward
model of idealized color tuning, and principal component analysis (PCA). Stimulus color was accurately decoded from activity in
V1, V2, V3, V4, and VO1 but not LO1, LO2, V3A/B, or MT+. The conventional classifier and forward model yielded similar
accuracies, but the forward model (unlike the classifier) also reliably reconstructed novel stimulus colors not used to train (specify
parameters of) the model. The mean responses, averaged across voxels in each visual area, were not reliably distinguishable for the
different stimulus colors. Hence, each stimulus color was associated with a unique spatially distributed pattern of activity,
presumably reflecting the color selectivity of cortical neurons. Using PCA, a color space was derived from the covariation, across
voxels, in the responses to different colors. In V4 and VOI, the first two principal component scores (main source of variation) of
the responses revealed a progression through perceptual color space, with perceptually similar colors evoking the most similar
responses. This was not the case for any of the other visual cortical areas, including V1, although decoding was most accurate in V1.
This dissociation implies a transformation from the color representation in V1 to reflect perceptual color space in V4 and VO1.

Introduction

Although the early stages of color vision are well understood, the
representation of color in visual cortex remains enigmatic. Color
vision begins with three types of cone photoreceptors that are
recombined into color-opponent channels (Derrington et al.,
1984; Kaiser and Boynton, 1996; Gegenfurtner, 2003). Many neu-
rons in visual cortex are color selective (Dow and Gouras, 1973;
Solomon and Lennie, 2007), and color-opponent responses are ev-
ident throughout visual cortex (Kleinschmidt et al.,1996; Engel et al.,
1997). In macaque area V4, the majority of neurons were reported to
be chromatically tuned (Zeki, 1974), and, although disputed (Schein
etal., 1982), more recent work has revealed patches of inferior tem-
poral cortex (including V4) that respond more strongly to chromatic
stimuli than to achromatic stimuli (Conway et al., 2007). Similarly,
imaging studies have demonstrated chromatic selectivity in human
V4 (Bartels and Zeki, 2000) and in areas anterior to V4 (V8, Had-
jikhani et al., 1998; VO1, Brewer et al., 2005). A remaining question,
however, is how visual cortex transforms color-opponent signals
into the perceptual color space.

This question might be addressed by the application of mul-
tivariate analysis methods, such as pattern classification, to func-
tional magnetic resonance imaging data (fMRI). Given that there
are color-selective neurons in visual cortex, it may be possible to
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associate each color with a unique spatial pattern of fMRI re-
sponses, although each fMRI voxel shows only a weak tuning to
color. This approach has been used successfully to distinguish
between objects categories (Haxby et al., 2001), hand gestures
(Dinstein et al., 2008), and visual features (Kamitani and Tong,
2005). Advancing these methods, Kay et al. (2008) measured
fMRI responses to natural images, modeled the activity in each
voxel as a weighted sum of idealized neural responses, and then
used the model to identify a novel image based on the pattern of
activity that it evoked.

Here, we report that color is represented differently in the
spatially distributed patterns of activity in different visual cortical
areas. We characterized the distributed response patterns to sev-
eral colors with three complementary, multivariate analysis tech-
niques: conventional pattern classification, a model of idealized
color tuning (“forward model”), and principal component anal-
ysis (PCA). Stimulus color was accurately decoded from activity
in V1,V2,V3,V4,and VO1 but not LO1, LO2, V3A/B, or MT+.
The conventional classifier and forward model yielded similar
accuracies, but the forward model also reliably reconstructed
novel stimulus colors. The mean responses, averaged across vox-
els in each visual area, were not reliably distinguishable for the
different stimulus colors. Using PCA, a color space was derived
from the covariation in the responses to different colors. In V4
and VOI, the first two principal components of the responses
revealed a progression through perceptual color space, with
perceptually similar colors evoking the most similar re-
sponses. This was not found for V1, although decoding was most
accurate in V1. This dissociation implies a transformation from
the color representation in V1 to reflect perceptual color space in
V4 and VOL.
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Figure1.  Stimulus and experimental protocol. 4, Location of the eight colors and gray point
in CIE L*a*b* space. Colors were presented at a lightness of [* = 75 (8.8 cd/m?). B, The same
eight colors and gray point in CIE 1931 xyz space. €, Stimuli were concentric sinusoidal gratings
(spatial frequency, 0.5 cycles/°), within a circular aperture (10° radius), modulating from a
center gray point to one of the eight locations in color space. Stimuli drifted either inward or outward,
at a speed of 1°/s. Stimulus duration, 1.5 s. Interstimulus interval, 3— 6 sin steps of 1.5.s.

Materials and Methods

Observers and scanning sessions. Five healthy observers between the ages
of 23 and 37 years participated in this study. Observers provided
written informed consent. Experimental procedures were in compli-
ance with the safety guidelines for MRI research and were approved
by the University Committee on Activities Involving Human Subjects
at New York University. Observers had normal or corrected-to-normal
vision. Normal color vision was verified by use of the Ishihara plates
(Ishihara, 1917) and a computerized version of the Farnsworth—Munsell
100 hue-scoring test (Farnsworth, 1957). Each observer participated in
three to five experimental sessions, consisting of 8—10 runs of the main
color experiment. Observers also participated in a retinotopic mapping
session and a session in which a high-resolution anatomical volume was
acquired.

Experimental protocol. Stimuli were concentric sinusoidal gratings,
within a circular aperture modulating between the center gray point and
one of eight different locations in color space. The eight colors were
equally spaced in Commission Internationale de I’Eclairage (CIE)
L*a*b* space, at a fixed lightness of L* = 75 (corresponding to 8.8 cd/m?)
and equidistant from the gray point at L* = 75, a* = 0, and b* = 0 (Fig.
1A,B). The CIE L*a*b* space is a nonlinear transform of the CIE xyz
color space, intended to be more perceptually uniform (Commission
Internationale de I’Eclairage, 1986). The gratings slowly drifted either
inward or outward, with the direction chosen randomly for each trial.
Visual stimuli appeared for a duration of 1.5 s in a randomized order.
Using an event-related design, interstimulus intervals (ISIs) ranged from
3to 65, in steps of 1.5 s (Fig. 1C). All eight colors were presented eight
times in each run, along with eight blank trials. This created a total of 72
trials per run, with one run lasting 7 min and 12 s.

Observers performed a “rapid serial visual presentation” detection
task continuously throughout each run, to maintain a consistent behav-
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ioral state and to encourage stable fixation. A sequence of characters,
randomly colored either black or white, was displayed on the fixation
point (each appearing for 400 ms). The observer’s task was to detect a
specific sequence of characters, pressing a button when a white “K” was
followed immediately by a black “K.”

Response time courses and response amplitudes. {MRI data were prepro-
cessed using standard procedures. The first four images of each run were
discarded to allow the longitudinal magnetization to reach steady state.
We compensated for head movements within and across runs using a
robust motion estimation algorithm (Nestares and Heeger, 2000), di-
vided the time series of each voxel by its mean image intensity to convert
to percentage signal change and compensate for distance from the radio
frequency coil, and linearly detrended and high-pass filtered the resulting
time series with a cutoff frequency of 0.01 Hz to remove low-frequency
drift.

The hemodynamic impulse response function (HIRF) of each voxel
was estimated with deconvolution (Dale, 1999), averaging across all
stimuli (ignoring stimulus color so as to avoid introducing any statistical
bias in the decoding accuracies). Specifically, we computed the mean
response for 12 s (eight time points) after stimulus presentation, sepa-
rately for each voxel, using linear regression. In the first column of the
regression matrix, 1 was at the onset of stimuli and 0 elsewhere. For each
of the 11 remaining columns, we progressively shifted the ones forward
one time point. HIRFs were estimated by multiplying the pseudoinverse
of this regression matrix with the measured (and pre-processed) fMRI
response time courses. This procedure assumed linear temporal summa-
tion of the fMRI responses (Boynton et al., 1996; Dale, 1999) but did not
assume any particular time course for the HIRFs. The goodness of fit of
the regression model, r2, was computed as the amount of variance ac-
counted for by the estimated HIRFs (Gardner et al., 2005). That is, the
estimated HIRFs computed by deconvolution were convolved with the
stimulus times to form a model response time course, and r2 was then
computed as the amount of variance in the original time course ac-
counted for by this model response time course.

The HIRFs were averaged across the subset of voxels in each visual
cortical area that responded strongly to the stimuli. A region of interest
(ROI) was defined for each visual area, separately for each observer, using
retinotopic mapping procedures (see below). The mean HIRF of each
ROI was then computed by averaging the HIRFs of voxels with an r?
above the median for that ROI (supplemental Fig. 1, available at www.
jneurosci.org as supplemental material).

The response amplitudes to each color were computed separately for
each voxel in each ROI and separately for each run, using linear regres-
sion. A regression matrix was constructed for each ROI by convolving the
ROI-specific HIRF and its numerical derivative with binary time courses
corresponding to the onsets of each of the eight stimulus colors (with 1 at
each stimulus onset and 0 elsewhere). The resulting regression matrix
had 16 columns: eight columns for the HIRF convolved with each of the
eight stimulus onsets and eight columns for the HIRF derivative con-
volved with each of the eight stimulus onsets. Response amplitudes were
estimated by multiplying the pseudoinverse of this regression matrix
with the measured (and pre-processed) fMRI response time courses. We
included the derivative because the HIRF of an individual voxel may have
differed from the mean HIRF of the ROI of that voxel. Atleast some of the
response variability was captured by including the derivative; the vari-
ance of the estimated response amplitudes across runs was smaller with
the derivative included than without it. The values obtained for the de-
rivative regressors were discarded after response amplitudes were esti-
mated. We thus obtained, for each voxel and each run, one response
amplitude estimate for each of the eight colors. These response ampli-
tudes were z-score normalized, separately for each voxel, separately for
each run.

Combining across sessions and reducing dimensionality. To increase de-
coding accuracy, we combined the data from multiple scanning sessions.
The estimated response amplitudes from a single visual area ROI in a
single session formed an m X n matrix, with m being the number of
voxels in the ROI (or dimensions) and # being the number of repeated
measurements (equal to eight stimulus colors times the number of runs
in the session, i.e., one response amplitude for each color per run). In



13994 - J. Neurosci., November 4, 2009 - 29(44):13992-14003

principle, sessions could have been combined in two ways. First, we could
have concatenated the sessions, leaving the number of voxels () the
same but increasing the number of measurements (7). This would have
required precise registration across sessions. We chose, instead, to stack
the datasets, yielding a matrix of size M X n, where M was the total
number of voxels in the ROI summed across sessions. When combining
data across observers, we discarded some of the runs for some of the
observers because the total number of runs per session differed between
observers (each observer did, however, perform the same number of runs
in each of their own sessions). Typically, this meant that we discarded the
last one or two runs from some observers, using eight runs per session
(the minimum number of runs recorded in a session).

PCA was used to reduce the dimensionality from the total number of
voxels (summed across sessions) to a smaller number of principal com-
ponent scores. The number of voxels differed between ROIs because of
differences in the physical sizes of the visual cortical areas. Stacking ses-
sions amplified these differences and made it harder to compare results
across visual areas. After PCA, the dimensionality was set equal to the
number of components needed to explain 68 * 1% (SD) of the variance
within a particular ROI ignoring the remaining components. The result-
ing number of components was typically two orders of magnitude
smaller than the original dimensionality (number of voxels). Thus, for an
area like V1, containing ~4500 voxels (combined over all sessions and
observers), we reduced the data to ~30 components (supplemental Fig.
2, available at www.jneurosci.org as supplemental material). To ensure
that this data reduction step did not bias our results in any way, we
repeated the classification and forward modeling analyses without it,
using the full datasets stacked across sessions. There were no significant
differences between the two methods in the decoding accuracies (Fig.
2 A). Furthermore, reducing the dimensionality did not change the rela-
tive decoding accuracies between visual area ROIs, neither those ob-
tained by classification nor those obtained using the forward model (see
below).

In a separate analysis, we determined the effect of combining different
numbers of sessions on decoding accuracy. We determined the decoding
accuracy (for details, see below) for V1 and MT + to random subsets of all
available sessions, which totaled 18 across observers. As an additional
control, we replaced the estimated response amplitudes by white noise.
Decoding accuracy for V1 increased dramatically by combining more
sessions, resulting in near-perfect classification (Fig. 2B). In contrast,
noise remained unclassifiable, no matter how many sessions were added.
Decoding accuracy for MT+ increased only slightly as more sessions
were combined; even with 18 combined sessions, MT+ decoding accu-
racy was only ~25% compared with >80% for V1.

Classification. Classification was performed with a eight-way maxi-
mum likelihood classifier, implemented by the Matlab (MathWorks)
function “classify” with the option “diaglinear.” The distributed spatial
pattern of response amplitudes to a single color can be described as a
point in a multidimensional space, in which each dimension represents
responses from a voxel (or a PCA component score, corresponding to a
linear combination of voxel responses). Accurate decoding is possible
when the responses to each color form distinct clusters within the space.
The maximum likelihood classifier optimally separates trials belonging
to each of the eight different colors, if the response variability in each
voxel is normally distributed, and statistically independent across voxels
(noting that PCA is an orthonormal transform so that, if the noise is
normally distributed and statistically independent across voxels, then it is
also normally distributed and statistically independent across PCA
scores). Because the number of voxels (or PCA components), 1, was
large relative to the number of repeated measurements, #, the computed
covariance matrix would have been a poor estimate of the real covari-
ance. This would have made the performance of the classifier unstable,
because it relied on inversion of this covariation matrix. We, therefore,
ignored covariances between voxels and modeled the responses as being
statistically independent across voxels. Although noise in nearby voxels
was likely correlated, the independence assumption, if anything, was
conservative; including accurate estimates of the covariances (if avail-
able) would have improved the decoding accuracies.
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Figure 2.  Comparison of methods. A, Comparison between decoding accuracies obtained
with the full data (dimensionality = number of voxels) and accuracies obtained with the data
afterreducing it by means of PCA (dimensionality = number of components needed to explain
68% of the variance). Each point represents average decoding accuracy for one observer and
ROI. Dark symbols, Maximum likelihood classifier. Light symbols, Forward model. Correlation
coefficients (r values), Correlation in decoding accuracy between the full data and the reduced
data for each decoder. B, Decoding accuracies obtained by combining data across sessions.
Increasing the number of sessions dramatically increased V1 accuracies but only slightly in-
creased MT+ accuracies. Replacing the data with white noise yielded chance performance.
Error bars indicate SDs across runs (with 1 run at a time left out of training and used for testing
accuracy). Dark curves and symbols, Maximum likelihood classifier. Light curves and symbols,
Forward model classifier. €, Correlation between maximum likelihood classification and for-
ward modeling classification accuracies. Each point corresponds to the mean decoding accuracy
for one observer and ROI. Correlation coefficient (r value), Correlation in decoding accuracy
between maximum likelihood classifier and forward model.

Using a leave-one-out validation, we excluded the responses from one
run and trained the classifier on the estimated response amplitudes from
the remaining runs. The number of runs differed between observers,
creating train/test ratios between 0.875 (7 of 8 runs) and 0.90 (9 of 10
runs). Because every run yielded one estimate for each color, we obtained
a prediction for each of the eight colors per run. The number of correct
predictions for each run determined the accuracy for that run. Combin-
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with an idealized color tuning curve (or basis
function) such that the transformation from
stimulus color to channel outputs was one-to-
one and invertible. The shape of the tuning
curves was selected (as described below) so that
the response tuning of any one neuron could
be expressed as a weighted sum of the six basis
functions. We further assumed that the re-
sponse of a voxel was proportional to the
summed responses of all the neurons in that
voxel and hence that the response tuning of
each voxel was a weighted sum of the six basis
function. Each basis function was a half-wave
rectified (all negative values were set to 0) and
squared sinusoid, as a function of hue, in CIE

2D score space L*a*b* space (Fig. 3A, B). The rectification ap-

proximated the effect of spike threshold for
cortical neurons with low spontaneous firing
rates, and the squaring made the tuning curves
narrower. For our stimulus set (individual col-
ors of fixed color contrast, presented one at
time), this model of color selectivity is a close
approximation to more elaborate models of
cortical color tuning (Solomon and Lennie,

2007). A rectified and squared sinusoidal tun-
ing curve with any possible hue preference (i.e.,
intermediate to the six basis functions) can be
expressed exactly as a weighted sum of the six
basis functions (Freeman and Adelson, 1992).
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The hue preferences of the six channels need
not have been evenly spaced, as long as they
were linearly independent (Freeman and Adel-
son, 1992). Although a circular space can be
represented by two channels with sinusoidal
tuning curves, the rectification and squaring
operations led to the requirement of six chan-
nels. The half-wave rectified and squared basis

Hue (angle in L*a*b* space)

Figure 3.

observed in V1.

ing accuracies across runs allowed us to determine the statistical signifi-
cance of the prediction accuracy. Because accuracies are not normally
distributed, because they are restricted between 0 and 1, we performed a
nonparametric permutation test. For each ROI and observer, we assigned
random labels to the training data and obtained an accuracy from the test
data. Repeating this 1000 times yielded a distribution of accuracies, accord-
ing to the null hypothesis that stimulus color could not be classified. Accu-
racies computed with the correctly labeled training data were then
considered statistically significant if they were higher than the 97.5 per-
centile of the null distribution (i.e., two-tailed permutation test). Similar
results were obtained with a standard Student’s ¢ test, and both supported
the same conclusions.

Forward model and reconstruction. In addition to classification, we
defined a forward model to decode and reconstruct color from the spa-
tially distributed patterns of voxel responses. The forward model as-
sumed that each voxel contained a large number of color-selective
neurons, each tuned to a different hue. We characterized the color selec-
tivity of each neuron as a weighted sum of six hypothetical channels, each

Forward model. 4, Idealized color tuning curve, modeled as a half-wave rectified and squared sinusoid. B, The
response of a voxel was fitted with a weighted sum of six idealized color tuning curves, evenly spaced around the color circle, in CIE
L*a*b* space. C, Simulated response amplitude matrix, for each voxel and each color. D, Matrix of principal component scores,
computed by projecting the vector of response amplitudes (across voxels) onto each of the principal component vectors, ordered by
the amount of variance they explain in the original response amplitudes. E, Plotting the first two principal component scores as
coordinate pairs reconstructs the original color space. F, Cone-opponency model. LMS cone responses were calculated for the
stimulus colors. Four cone-opponency channels (M—L, L-M, —S, and +S) were computed from the cone responses, half-wave
rectified. G, The first two principal components of the simulated cone-opponency responses revealed results similar to those

functions were more selective (narrower) than
sinusoidal tuning curves and strictly positive. If
the basis functions were broader, then fewer
channels would have been needed. If narrower,
then more channels would have been needed.
Saturation and luminance were not modeled,
because our stimuli did not vary along those
dimensions. The channel outputs for any stim-
ulus color were readily computed from the ba-
sis functions (the tunings curves of the
hypothetical channels).

The data (the estimated voxel response am-
plitudes) were partitioned in train (B, ) and test
sets (B,), as for the classification analysis, and
the analysis proceeded in two stages (train and
test). In the first stage of the analysis, the training data were used to
estimate the weights on the six hypothetical channels, separately for each
voxel. With these weights in hand, the second stage of analysis computed
the channel outputs associated with the spatially distributed pattern of
activity across voxels evoked by each test color, and the resulting channel
outputs were associated with a stimulus color. Let k be the number of
channels, m be the number of voxels, and n be the number of repeated
measurements (i.e., eight colors times the number of runs). The matrix of
estimated response amplitudes in the training set (B, 1 X 1) was related
to the matrix of hypothetical channel outputs (C,, k X n) by a weight
matrix (W, m X k):

PC1 score

B, = WC,. (1)

The least-squares estimate of the weights was computed using linear
regression:

W =B,Cl(c,ch " 2)
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The channel responses (C,) for the test data (B,) were then estimated
using the weights (W):

¢, = (W'W) 'WTB,. (3)

Finally, color was decoded by comparing the estimated channel outputs
C, to the known channel outputs for each color. The decoded color was
that which produced channel outputs with the highest correlation to
those estimated from the spatially distributed pattern of voxel response
amplitudes, taking into account the different weightings of the channels
in each voxel. This procedure effectively reduced the dimensionality of
the data from the number of voxels to six (the number of hypothetical
channels). Statistical significance of the decoding accuracies was deter-
mined using the same two-tailed permutation test as used to compute
statistical significance of the classification accuracies. Despite the addi-
tional data reduction, the decoding accuracies obtained using the for-
ward model were comparable with those from the conventional classifier
(Fig. 2C). The decoded colors were highly correlated (r = 0.94) between
the two approaches.

The forward model enabled not only decoding (selecting one of the
eight stimulus colors) but also reconstruction of stimulus colors from the
test data, as the transformation from stimulus color to channel outputs
was one-to-one and invertible. Instead of matching the estimated chan-
nel outputs to those of the eight stimulus colors, we created a lookup
table of channel outputs for a total of 360 different hues. The recon-
structed color was that with channel outputs that mostly closely matched
(highest correlation) the channel outputs that were estimated (Eq. 3)
from the spatially distributed pattern of voxel response amplitudes.

A more important test of the reconstruction was to remove test colors
from the training data, so that these stimuli were novel during testing. We
again separated the data into test (one run) and training data (the re-
maining runs). All measured responses evoked by one of the eight colors
were removed from the training data. We then trained the forward model
(i.e., estimated the weights) on the training data and performed the de-
coding and reconstruction of the left-out color in the test data. This
process was repeated by cycling through all eight colors, leaving one out
at a time. Because there was one response amplitude per color for each
run and we left one color out at a time, we computed the accuracy of
predicting a single novel color as the fraction of runs in which it was
predicted correctly. A mean accuracy and the statistical significance of
that accuracy being above chance were computed by combining the ac-
curacies of all eight colors.

Deriving neural color spaces with PCA. In addition to dimensionality
reduction, PCA provided a means for inferring a color space from the
spatially distributed patterns of activity in each visual area. Assuming that
the fMRI voxels exhibited some degree of color tuning, we hypothesized
that the ensemble of responses should have been reducible to two prin-
cipal component scores that jointly described a neural color space. The
intuition was that the covariation in the color selectivity of the voxels led
to covariation in their responses. PCA characterized this covariation.
Figure 3B-D illustrates the approach with simulated data, synthesized
according to the forward model described above. Specifically, we started
with the eight colors used in our experiments. These colors originated
from a two-dimensional circular color space, because our stimuli were
varied only in terms of hue, not in terms of saturation or luminance (Fig.
1A). As discussed above, this space could be encoded completely and
unambiguously by six idealized channels (rectified and squared sinu-
soids) (Fig. 3B). Random weights on each channel were assigned to each
individual voxel. The response amplitude of each voxel to each color was
simulated as the weighted sum of the activity of each channel to the color
(Fig. 3C). We then computed the principal components of the resulting
m X n matrix of response amplitudes (where m was the number of
simulated voxels and n = 8 was the number of colors). Projecting the
original response amplitudes onto these principal components created a
new m X n matrix of principal component scores, sorted by the amount
of variance they explained within the original response amplitude matrix
(Fig. 3D). By considering the values of the first two principal component
scores for each color as a coordinate pair, we reconstructed the original
circular color space (Fig. 3E). Response amplitudes from a single session
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in our real data formed m X n matrices, where m was the number of
voxels in the ROI and n = 64 was the number of examples (8 stimulus
colors X 8 runs). These matrices were stacked across observers and sessions
as described above, yielding a matrix of size M X n where M was the total
number of voxels in the ROI summed across sessions. Thus, in the real data,
we had eight PCA score coordinate pairs corresponding of the same
color, equal to the total number of runs. A centroid of the PCA scores was
computed for each set of same-color examples.

The resulting color spaces were quantified in terms of clustering and
progression. The clustering measure quantified the amount of within-
color clustering by computing the distances from each PCA score coor-
dinate pair to each of the eight (number of stimulus colors) centroids.
Sorting these distances, we determined the nearest eight (number of runs
and hence number of examples per color) to each centroid. For high
clustering, we expected that all eight would correspond to the same color
as the centroid. The clustering measure equaled the proportion of these
same-color coordinates (of eight) closest to each centroid, averaged over
all eight centroids. The progression measure determined the two closest
neighboring centroids to each of the eight color centroids. If either one of
the neighbors represented the neighboring color in perceptual color
space, we added 1 to the progression measure. If both of the neighbors
represented the neighboring color in perceptual color space, we added 2.
The maximum possible value, when the space was indeed circular, was 16
(number of colors X 2). By the dividing the measure by 16, we bounded
the progression measure between 0 and 1. Although ad hoc, these mea-
sures were one means of capturing the intuition for the clustering and
progression that was expected for cortical representations that re-
flected perceptual color space. The chance level of progression and
clustering of any dataset was computed by a permutation test; we
computed the distribution of progression and clustering measures for
1000 randomly relabeled datasets and determined the 97.5 percentile
(two-tailed permutation test) of that distribution. Clustering and progres-
sion measures in the real data were considered significant when they
exceeded this value.

This color space analysis went well beyond the PCA data reduction
mentioned above by reducing to two dimensions. High clustering and
progression scores were expected only if the signal-to-noise ratio (SNR)
of the measurements was sufficiently high, such that the variability (and
covariation) in the fMRI responses reflected primarily the underlying
neural responses to the different stimulus colors. In contrast, if the fMRI
measurements were dominated by noise, then this analysis would have
yielded a random color space, with low clustering and progression values.

Visual stimulus presentation. Visual stimuli were presented with an
electromagnetically shielded analog liquid crystal diode (LCD) flat-panel
display (NEC 2110; NEC) with a resolution of 800 X 600 pixels and a 60
Hz refresh rate. The LCD monitor was located behind the scanner bore
and was viewed by observers through a small mirror, at a distance of 150
cm creating a field of view of 16° X 12° visual angle. The monitor was
calibrated using a Photo Research PR650 SpectraColorimeter. By mea-
suring the red, green, and blue spectral density functions at different
luminances, we derived the necessary conversion matrices (Brainard,
1996) to linearlize the gamma function of the monitor as well as to be able
to convert any desired color space coordinate to the appropriate setting
of the red, green, and blue guns of the monitor.

MRI acquisition. MRI data were acquired on a Siemens 3 T Allegra
head-only scanner using a head coil (NM-011; NOVA Medical) for
transmitting and a four-channel phased array surface coil (NMSC-021;
NOVA Medical) for receiving. Functional scans were acquired with gra-
dient recalled echo-planar imaging to measure blood oxygen level-
dependent changes in image intensity (Ogawa et al., 1990). Functional
imaging was conducted with 27 slices oriented perpendicular to the cal-
carine sulcus and positioned with the most posterior slice at the occipital
pole (repetition time, 1.5 s; echo time, 30 ms; flip angle, 75% 3 X 3 X 3
mm; 64 X 64 grid size). A T1-weighted magnetization-prepared rapid
gradient echo (MPRAGE) (1.5 X 1.5 X 3 mm) anatomical volume was
acquired in each scanning session with the same slice prescriptions as the
functional images. This anatomical volume was aligned using a robust
image registration algorithm (Nestares and Heeger, 2000) to a high-
resolution anatomical volume. The high-resolution anatomical volume,
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acquired in a separate session, was the average of several MPRAGE scans
(I X 1 X 1 mm) that were aligned and averaged and used not only for
registration across scanning sessions but also for gray matter segmenta-
tion and cortical flattening (see below).

Defining visual cortical areas. Visual cortical areas were defined using
standard retinotopic mapping methods (Engel et al., 1994, 1997; Sereno
et al., 1995; Larsson and Heeger, 2006). High-contrast radial checker-
board patterns were presented either as 90° rotating wedges or as expand-
ing and contracting rings. A scanning session consisted of six to eight
runs of clockwise (CW) or counterclockwise (CCW) (three or four of
each) rotating wedge stimuli and four runs of expanding or contracting
(two of each) ring stimuli. Each run consisted of 10.5 cycles (24 s per
cycle, total of 168 time points) of stimulus rotation (CW/CCW) or ex-
pansion/contraction. Preprocessing consisted of motion compensation,
linear detrending, and high-pass filtering (cutoff of 0.01 Hz). The first
half-cycle of response was discarded. Time series from all runs were
advanced by two frames, and the response time series for counterclock-
wise wedges and contracting rings were time reversed and averaged with
responses to clockwise wedges and expanding rings, respectively. The
Fourier transforms of the resulting time series were obtained, and the
amplitude and phase at the stimulus frequency were examined. Coher-
ence was computed as the ratio between the amplitude at the stimulus
frequency and the square root of the sum of squares of the amplitudes at
all frequencies. Maps of coherence and phase were displayed on flattened
representations of the cortical surface. For each observer, the high-
resolution anatomical volume was segmented and computationally flat-
tened using the public domain software SurfRelax (Larsson, 2001).
Visual area boundaries were drawn by hand on the flat maps, following
published conventions (Larsson and Heeger, 2006), and the correspond-
ing gray matter coordinates were recorded. There is some controversy
over the exact definition of human V4 and the area just anterior to it
(Tootell and Hadjikhani, 2001; Brewer et al., 2005; Hansen et al., 2007).
We adopted the conventions proposed by Wandell et al. (2007). Visual
areas V3A and V3B were combined for the purpose of this study into a
single V3AB ROI because the boundary between V3A and V3B was not
clearly evident in every observer. Area MT+ (the human MT complex)
was defined, using data acquired in a separate scanning session, as an area
in or near the dorsal/posterior limb of the inferior temporal sulcus that
responded more strongly to coherently moving dots relative to static dots
(Tootell et al., 1995), setting it apart from neighboring areas LO1 and
LO2 (Larsson and Heeger, 2006).

Results

Classification

Stimulus colors were decoded from the spatially distributed pat-
terns of activity in each of several visual cortical areas, using an
eight-way maximum likelihood classifier (see Materials and
Methods). We trained the classifier on data from all but one run
and tested the classifier on the remaining run, leaving each run
out in turn. Decoding performance was high and significantly
above chance in all observers for visual areas V1, V2, and V3 and
in the majority of observers for V4 and VOI (Fig. 4A, Table 1).
Decoding colors on the basis of LO1, LO2, V3AB, and MT+
responses proved to be inaccurate, reaching accuracies signifi-
cantly higher than chance in only one or two observers. Averag-
ing across observers revealed a similar pattern (Fig. 4 A, Table 1).
Combining data across observers before classification yielded de-
coding accuracies above those obtained from any one observer
alone. Decoding on the basis of V1 activity was nearly perfect
(93% relative to 12.5% chance performance), whereas decoding
on the basis of MT+ activity was only 32% accurate. Higher
decoding accuracies obtained from combining data across ob-
servers might have been driven by differences between these ob-
servers. If every observer’s data allowed for the correct
classification of only a limited set of colors and if these correctly
classified colors differed between observers, combining data
would have improved classification accuracy across all colors.
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Figure 4.  Color decoding. A, Decoding accuracies obtained with the maximum likelihood
classifier, for each visual area. Gray bars, Decoding accuracies for individual observers. Light
bars, Mean across observers. Dark bars, Accuracies obtained by combining the data across ob-
servers before classification. *p << 0.05, visual areas for which accuracies were significantly
above chancein all observers (2-tailed permutation test); "p << 0.05, areas for which accuracies
were significantly above chance in at least three of five observers. Error bars indicate SDs across
runs (with 1 run at a time left out of training and used for testing accuracy). Solid line, Chance
accuracy (0.125%). Dashed line, 97.5 percentile for chance accuracy, obtained by permutation
tests (see Materials and Methods). The 97.5 percentiles were computed separately for each
observer and visual area, but the average across observers/ROls is shown here for simplicity.
B, Decoding accuracies obtained using the forward model. Same format as in 4.

Inspection of the individual classification results (data not
shown) revealed that this was not the case; each observer showed
comparable classification accuracies across all colors.

Forward model, decoding

Similar decoding performance was found using a simple forward
model of cortical color selectivity (Fig. 4 B, Table 1). Briefly, we
modeled the response of each voxel as a weighted sum of the
activity of six color-selective channels with idealized tuning
curves. Subdividing the data into training and test sets, we used
the training set to estimate the weights on the six channels, sepa-
rately for each voxel. We then used the weights to estimate the
channel outputs from the spatially distributed pattern of voxel
responses. The channel outputs for each of the eight stimulus
colors were computed from the tuning curves of the hypothetical
channels and compared with the channel outputs estimated from
the data (for details, see Materials and Methods). Decoding ac-
curacies were high and statistically significant in all observers for
V1, V2, and V3 and in the majority of the observers for areas V4
and VOL1. Decoding accuracies for LO1, LO2, V3AB, and MT+
were higher than chance in only a minority of the observers.
Averaging across observers revealed a similar pattern. As with the
maximum likelihood classifier, combining across observers into
a single dataset before decoding yielded higher accuracies than
those obtained from any one observer alone. Even so, decoding
on the basis of V3AB or MT+ activity was only ~35% accurate.

Forward model, reconstruction
The benefit of using a forward model is that it allowed us to
reconstruct stimulus color from the spatially distributed patterns
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Table 1. Decoding accuracies
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Vi V2 V3 V4 Vo1 L01 102 V3AB MT+
A
01 0.73 0.46 0.63 0.64 0.25 0.36 0.25 0.18 0.18
02 0.72 0.72 0.41 0.25 0.20 0.27 0.23 0.28 0.25
03 0.43 0.43 033 0.33 0.41 0.31 0.18 0.23 0.19
04 0.59 0.30 0.38 0.25 0.27 0.16 0.25 0.20 0.19
05 0.40 0.22 0.28 0.21 0.21 0.17 0.11 0.14 0.21
Mean 0.56 0.42 0.39 0.33 0.27 0.25 0.20 0.20 0.20
Combined 0.93 0.73 0.73 0.73 0.48 0.32 0.39 0.23 0.32
B
01 0.63 0.42 0.64 0.64 0.34 0.34 0.21 0.22 0.16
02 0.66 0.59 033 0.22 0.20 0.22 0.17 0.27 0.30
03 0.40 0.36 0.30 0.30 0.36 0.28 0.16 0.19 0.19
04 0.48 0.32 0.25 0.23 0.32 0.20 0.25 0.29 0.27
05 0.32 0.28 0.29 0.19 0.32 0.18 0.15 0.15 0.21
Mean 0.49 0.39 0.35 0.31 0.31 0.24 0.19 0.22 0.22
Combined 0.80 0.64 0.71 0.64 0.51 0.41 0.43 0.34 0.36

A, Decoding accuracies obtained with the maximum likelihood classifier, for each visual cortical area. Accuracies are listed separately for each individual observer (01-05), averaged across observers (Mean), and when data were combined
across all observers before classification (Combined). Bold font indicates decoding accuracies that were significantly higher than chance as determined by a two-tailed permutation test ( p << 0.05; see Materials and Methods). Accuracies
were significantly greater than chance for V1, V2, and V3 in all observers and for areas V4 and V01 in at least three of five observers. B, Decoding accuracies obtained using the forward model, showing a very similar pattern of (statistically

significant) decoding accuracies as was found for the classifier.

of cortical activity, because the transformation from stimulus
color to channel outputs was one-to-one and invertible. The re-
construction analysis began with the same steps as forward model
decoding. However, instead of determining which of eight stim-
ulus colors was best correlated with the channel outputs, we cre-
ated a lookup table of channel outputs for an arbitrarily large
number of different hues (see Materials and Methods). For visual
areas with high decoding accuracy, colors were reconstructed
accurately (Fig.5) (supplemental Fig. 3,availableatwww.jneurosci.
org as supplemental material). There were occasional large errors
in reconstruction, but such mistakes were infrequent. In contrast,
colors reconstructed using MT+ activity differed substantially
from the actual stimulus colors (supplemental Fig. 3, available at
www.jneurosci.org as supplemental material).

A more important test of the reconstruction was to remove
colors from the training data, so that these stimuli were novel
during testing (for details, see Materials and Methods). For V4,
novel colors were reconstructed well, almost as well as when the
colors were included during training, albeit with a larger spread
(Fig. 5) and likewise for VO1. For V1, V2, and V3, however,
reconstruction of novel colors was less accurate than that for
colors that were included during training. Reconstruction for the
remaining visual areas was generally poor and did not depend
much on whether the colors were including during training. De-
coding novel stimulus colors with the forward model as one of the
eight used stimulus colors revealed a similar pattern. The highest
decoding accuracies for novel colors were found for V4 and VO1
(Fig. 5C). For V1, V2, and V3, decoding accuracies were signifi-
cantly lower (as determined by a paired-sample £ test) for novel
colors than for trained colors (V1 mean accuracy: trained colors,
0.81; novel colors, 0.45; p = 0.01; V2 mean accuracy: trained
colors, 0.64; novel colors, 0.43; p = 0.03; V3 mean accuracy:
trained colors, 0.61; novel colors, 0.34; p = 0.01). For the remain-
ing visual areas, decoding accuracies were not significantly different
(p>0.05) between included and novel stimulus colors (Fig. 5C). In
addition, we determined the output of the classifier to novel stimuli.
Although the classifier cannot correctly classify a novel stimulus, we
nevertheless assessed whether it classified a novel color as a neigh-
boring color. To quantify this, we computed the distance between
the novel color presented and the color predicted by the classifier
and compared this with the distances obtained when colors were

included during training. Figure 5D mimicked the results shown
in Figure 5C: for V1, V2, and V3, included colors were decoded
accurately, as indicated by the small distance between the color
presented and the color predicted by the classifier. However,
when the same color was novel, the distance increased substan-
tially (associated with lower decoding accuracies), even becom-
ing statistically insignificant. The measured distance for novel
colors was statistically significant (smaller than chance) only for
V4 (Fig. 5D), again in line with the results obtained with the
forward model, for which V4 showed the highest accuracy in
decoding novel colors.

Neural color space revealed by principal component analysis

In V4 and VOI, the first two principal components (main source
of variation) of the responses revealed a progression through
perceptual color space, with perceptually similar colors evoking
the most similar responses (Fig. 6A) (supplemental Fig. 4A,
available at www.jneurosci.org as supplemental material). The
spatially distributed patterns of fMRI responses, combined over
all sessions and observers, corresponding to each stimulus color
in each run, were projected onto the two-dimensional vector
space spanned by the first two principal components. There are
two important observations about these projected responses
(which we refer to as the PCA scores). First, the scores from
different runs, but corresponding to the same stimulus color,
clustered together. The high clustering of the scores from differ-
ent runs found in V1, relative to other visual areas, indicated
more reliable and consistent responses to the different colors over
runs in this area. In turn, these reliable responses enabled accu-
rate classification. Second, and more importantly, there was a
progression through color space. In V4, this progression was
nearly circular and was not self-intersecting. VO1 showed a sim-
ilar circular space, with only a single outlier. This was not the case
for any of the other visual cortical areas (Fig. 6A) (supplemental
Fig. 4A, available at www.jneurosci.org as supplemental mate-
rial), including V1. Although V1 exhibited a tighter clustering
then V4 (and VO1) and V1 decoding accuracy was correspond-
ingly higher than that in V4 (and VOI1), neighboring clusters
from V1 did not always correspond to perceptually similar colors.
The color space derived from MT+ responses resembled results
obtained using white noise for the responses, with relatively little
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Figure 5.  Reconstruction. A, Color reconstruction on the basis of V4 activity. Each point
represents the color reconstructed for one run, using combined data from all sessions and
observers, plotted in CIE L*a*b* space. The reconstructed colors from all sessions and observers
cluster near the actual stimulus color, indicated in the top right of each panel. B, Reconstruction
of novel colors, not included in training the forward model. Reconstructed colors again cluster
near the actual stimulus color but with more spread than in A. C, Forward model decoding
accuracies forincluded and novel colors. Error bars indicate SD of the accuracies over runs. *p <
0.05, visual areas for which there was a statistically significant difference when the test color
was excluded from training (paired-sample ¢ test). Solid line, Chance accuracy (0.125%).
Dashed line, 97.5 percentile for chance accuracy, obtained by permutation tests (identical to Fig.
4). Areas V1, V2, and V3 show a significant decrease in decoding accuracy for novel colors,
whereas areas 4 and V01 show highly similar decoding accuracies for both included and novel
colors. The accuracies for included colors in this figure are similar but not identical to the com-
bined accuracies shown in Figure 4 B. Each run is associated with one example per color. If we
remove one color from training ata time and we leave one run out at a time, we can only predict
one example per run (the example associated with the color excluded from training). The
remaining colors in the run are not novel. Thus, for fair comparison, we determined the accuracy
for included colors in the same way. D, Performance of the maximum likelihood classifier on
included (black bars) and novel (gray bars) colors, quantified as the average distance between
the color predicted by the maximum likelihood classifier and the novel color presented. Small
distances indicate that the classifier predicted colors as perceptually similar, neighboring colors.
The maximum distance was 4 (classifying a novel color as the opposite color on the hue circle),
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Figure 6.  Neural color spaces. 4, Color spaces derived from the covariation, across voxels, in
the responses to different stimulus colors, using data combined over all sessions and observers.
In V4, the first two principal components (main source of variation) reveal a nearly circular
progression (not self-intersecting) through color space, with similar colors evoking the most
similar responses. This is not the case for V1 or MT+ activity, nor for white noise. Note, how-
ever, that V1 shows a more robust clustering of PCA scores, relative to the other areas.
B, Clustering and progression of the color spaces derived from activity in each visual cortical
area. Dashed lines, Chance levels for the progression (black) and clustering (gray) measures,
computed by a permutation test (see Materials and Methods). All areas show clustering signif-
icantly higher than chance ( p << 0.05, two-tailed permutation test). *p < 0.05, visual areas
with a progression measure higher than chance (two-tailed permutation test). The relatively
high progression score in MT + is artifactual because the cluster centers were all near the origin
of the space.

clustering and with the cluster centroids near the origin of the
space.

These observations were quantified, separately for each visual
area, by computing a measure of within-color clustering and a
measure of progression through color space (see Materials and
Methods). V1 exhibited the highest clustering but only modest
progression (Fig. 6 B). In contrast, areas V4 and VO1 showed the
highest progression (significantly higher than would have been
expected by chance, as determined by a permutation test; see

<«

and the minimum distance in the case of included colors was 0 (correctly classifying a included
color), or, inthe case of novel colors, the minimum distance was 1 (classifying a novel color as its
immediate neighbor). Error barsindicate SDs across runs (with 1run ata time left out of training
and used for testing accuracy). Solid line, Median distance as expected by chance. Dashed line,
Statistical threshold ( p << 0.05, two-tailed permutation test). *p << 0.05, visual areas for which
the measured distance for novel colors was statistically smaller than expected by chance.
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Materials and Methods) but weaker clustering. Progression and
clustering in V2 and V3 were intermediate between those for V1
and V4, but the progression and clustering were relatively low in
the remaining visual areas (noting that the relatively high pro-
gression score in MT+ was artifactual because the cluster centers
were all near the origin of the space).

The dissociation between the color spaces in V1 and V4 was
also present for the individual observers, although not as pro-
nounced as in the combined data (supplemental Fig. 4 B, avail-
able at www.jneurosci.org as supplemental material). Across
observers, treating individual differences as a random factor,
we found significantly higher clustering in V1 relative to V4
(p = 0.02, paired-sample ¢ test) and significantly higher pro-
gression in V4 relative to V1 ( p = 0.04, paired-sample ¢ test)
(supplemental Fig. 4C, available at www.jneurosci.org as sup-
plemental material).

Although the first two PCA components from V1 did not
reveal a color space akin to the one found in V4, it nevertheless
might have shown such a progression in combinations of later
component scores, responsible for explaining a lesser amount of
variance in the V1 responses. This would be expected if the main
source of variation in V1 resulted from changes in, for example,
subtle differences in contrast, luminance, or saturation between
our colored stimuli, although our stimuli were calibrated to have
equal luminance and contrast and were chosen from a perceptu-
ally homogenous color space. In an additional analysis, we com-
puted the progression for all combinations of components. Some
combinations of V1 components showed a high progression
measure, but these components explained only small amounts of
variance (the highest progression measure was obtained using a
pair of V1 components explaining <2% of the variance of the
data, whereas the first pair of V1 components explained ~11% of
variance). This indicates that the response variation attributable
to variations in color were not hidden just below a signal of non-
color-specific origin. Moreover, clustering was low (and conse-
quently decoding accuracy was poor) for the pairs of V1
components that yielded high progression. Similar results were
also observed for the other visual areas, excluding V4 and VO1.
For V4 and VOI, the highest progression measures were found
with the first two components.

The presence of high clustering but lack of progression in the
PCA scores from V1 suggested that the activity was not charac-
terized by the proposed forward model, tuned to perceptual hues.
Such a model predicted a circular, progressing color space in the
principal component scores. We therefore considered an alterna-
tive underlying model of tuning: cone opponency (Fig. 3F). Spe-
cifically, we calculated LMS cone responses to our stimulus
colors. By subtracting L from M cone responses, we created an
M-L channel. The channel was rectified (all negative values set to
0). By subtracting M from L cone responses, we created an L-M
channel, also rectified. Note that these two channels would have
been perfectly negatively correlated, before rectification. Finally,
we created two S cone channels, modeling positive and negative S
cone responses to our stimuli, relative to the activity of the L and
M cones. The S cone channels (LM —S, LM +S) were also recti-
fied. All channels were normalized to yield an identical maximum
response of 1 (Fig. 3F).

Simulating our experiment using these cone-opponency
channels, instead of the hue-tuned channels, reproduced some
but not all of the features of the V1 responses. (1) The resulting
color space showed no progression between clusters of similar
colors (Fig. 3G). (2) Decoding accuracy was high for colors in-
cluded in the training set but much lower for novel colors (sim-
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ulation results not shown). (3) In both model and V1 responses,
the green, yellow, and purple hues clustered together on one side,
whereas the blue and red/orange hues were found on the other
side (compare Figs. 3G, 6A). Why did the cone-opponency
model exhibit this behavior, unlike the forward model with hue-
tuned channels? It is not the result of the lower number of chan-
nels in the cone-opponency model (four channels) compared
with the hue tuning model (six channels): a circular color space
can be encoded unambigiously by four channels, provided that
they have the correct shape (rectified but not squared sinusoids).
Rather, the hue-tuned channels are “shiftable” (Freeman and
Adelson, 1992), by which we mean that a tuning curve of the same
shape but shifted to any possible preferred hue can be expressed
exactly as a weighted sum of the basis functions (a subtlety here is
that the basis functions need not have been evenly spaced as long
as they were linearly independent). However, this is not true for
the cone-opponency channels; the cone-opponent tuning curves
do not cover the perceptual hue circle evenly and they are not
shiftable. Our colors were defined in a space designed to be per-
ceptually homogeneous (CIE L*a*b*). To achieve perceptual ho-
mogeneity, the space is a nonlinear transform of the underlying
cone-opponency space. For example, the two greenish hues are
relatively close together in CIE L*a*b* space, whereas in cone-
opponency space, the response they produce is quite different
(activating either mostly the L-M axis in the case of turquoise
green, or mostly the LM-S axis in the case of lime green). The
opposite is true as well; there is quick transition from yellow to
orange and reddish hues in cone-opponency space, whereas the
same transition covers a much larger portion of CIE L*a*b*
space. As a result of this nonlinear transformation, if neural re-
sponses to colors chosen from a perceptual color space, such as
CIE L*a*b*, are driven by a cone-opponency model, those neural
responses cannot be used to reconstruct the perceptual color
space, attributable to the nonlinear warping between the two
spaces. The similarity between the color space reconstructed
from the cone-opponency model simulation and the measured
V1 responses, although tentative, suggests that, indeed, the rep-
resentation of hue in V1 is incomplete. Supporting evidence for
this comes from the fact V1 performs poorly in classifying novel
colors compared with V4 and VO1 (Fig. 5A,B). The spatially
distributed pattern of activity in V1, unlike V4 and VO1, does not
allow for interpolation between colors (e.g., the pattern of re-
sponses evoked by orange is not halfway in between the patterns
evoked by red and yellow).

An alternative model, based on physiological data recorded
from V1 neurons (Conway, 2001), modeling responses as S—-LM
and L-SM channels, similarly reproduced some but not all of the
observed V1 PCA scores.

In summary, the dissociation between clustering (highest in
V1 and supporting the best decoding performance) and progres-
sion (highest in V4) implies a transformation from the color
representation in V1 to a representation in V4 (and to a lesser
extent VO1) that was closer to a perceptual color space.

Mean response amplitudes

Accurate decoding was attributable to information available in
the spatially distributed pattern of responses. A priori, decoding
could have relied on differences in the mean response amplitudes
averaged throughout each visual area ROI. Although the stimuli
were matched in terms of luminance and distance within a color
space designed to be perceptually uniform, there was no guaran-
tee that these colors would have evoked the same mean response
amplitude in each of the visual areas. However, there was no
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Figure7.  Mean response amplitudes. Mean response amplitudes for each of the eight col-
ors, averaged throughout each of three representative visual area ROIs, from a representative
observer. In this observer, it is clear that the mean responses were not statistically different
between colors. Similar results were found for other observers/ROls. Error bars indicate SD of
mean responses, averaged across voxels, over runs. See also Table 2.

evidence for any differences in the mean responses amplitudes
(Fig. 7). We computed the mean response amplitudes, averaged
across voxels in each ROI and each observer, and found only two
instances of significant differences between the mean amplitudes
evoked by different colors (Table 2A). Note that these two signif-
icant differences occurred for the same observer but that this
observer showed only intermediate decoding accuracies (Fig. 4).
Averaging across observers revealed no significant differences be-
tween the mean response amplitudes to different stimulus colors.
Furthermore, attempting to decode colors based on the mean
responses in each ROI yielded chance performance (Table 2 B).
Identical to the multivariate classification approach, we trained a
classifier on the mean ROI responses from all but one run and
tested the performance of the classifier on the remaining run.
Decoding accuracies based on these mean responses were signif-
icantly higher than chance for only 5 of 45 ROIs/observers, and
there was no consistency across observers. Even for those that
were statistically above chance, the accuracies were still low.

Effect of eccentricity

Color sensitivity in the retina varies as a function of location,
most notably the increase in S cones as a function of eccentricity
and the complete absence of S cones in central fovea. These ob-
servations have led some to speculate that color processing is
different in the fovea and periphery. To determine whether our
classification results were driven by inhomogeneity in color en-
coding across the visual field, we isolated voxels responsive to
seven different eccentricities (based on retinotopic mapping) and
computed the decoding accuracy from each visual area ROI, sep-
arately for each eccentricity (supplemental Fig. 5, available at
www.jneurosci.org as supplemental material). Three of the visual
cortical areas exhibited significantly higher decoding accuracy at
one eccentricity relative to others (V2: F(; 55y = 3.28, p = 0.04;
Vd: Fipgs) = 2.62, p = 0.02 LO2, Fiyse) = 3.28, p = 0.04
ANOVA). However, the eccentricities at which decoding accura-
cies were higher differed between these three visual areas. The
same analysis revealed that V3 showed a small but significant
increase in decoding accuracies for larger eccentricities (F(; 55, =
3.28, p = 0.01). Although mean decoding accuracies did not
differ reliably as a function of eccentricity, there might have been
a difference in accuracies between colors at different eccentrici-
ties. However, we observed no systematic shift in the classifier’s
ability to distinguish between different colors as a function of
eccentricity (supplemental Fig. 6, available at www.jneurosci.org
as supplemental material), over the range of eccentricities that we
examined (between ~0.5 and 10° of visual angle).
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Discussion
We investigated how color is represented in the spatially distrib-
uted pattern of activity in visual cortex. Our results can be sum-
marized as follows. (1) The mean responses, averaged across
voxels in each visual area, were not reliably distinguishable for
different stimulus colors. (2) Stimulus colors were accurately de-
coded from activity in V1, V2, V3, V4, and VO, using either the
conventional pattern classifier or the forward model, but decod-
ing accuracies from LO1, LO2, V3A/B, and MT+ were not con-
sistently above chance. (3) The forward model also reliably
reconstructed novel stimulus colors not used to train the model,
particularly in V4 and VO1. (4) The first two principal compo-
nents (main source of variation) of the responses in V4 and VO1
(but not in V1, although decoding was most accurate in V1)
revealed a progression through perceptual color space, with per-
ceptually similar colors evoking the most similar responses.
These results imply a transformation from the color representa-
tion in V1 to reflect perceptual color space in V4 and VOLI.

Using conventional pattern recognition, we found that early
visual areas contain information distributed across voxels that
can be reliably used to decode stimulus color. This replicates a
previous report of successful color classification between four
unique hues in V1 (Parkes et al., 2009), but that study did not
assess any of the other visual cortical areas. We found that decod-
ing accuracies from V1 were superior to other visual areas, which
makes it tempting to conclude that V1 is highly color selective,
more so than V4. The decoding results on their own, however,
provide only a limited basis for drawing conclusions about the
color selectivity of neural responses and about the color space(s)
in which neurons represent color. A high decoding accuracy ob-
tained from a visual area (as long as the mean responses are
indistinguishable between colors) implies that it contains an in-
homogeneous, spatial distribution of color selectivities. It has
been suggested that reliable, spatially distributed patterns of
fMRI response arise from an underlying columnar architecture,
at least in the case of orientation tuning (Haynes and Rees, 2005;
Kamitani and Tong, 2005). There is evidence that color tuning in
V1 and V2 is also spatially organized but that, unlike orientation,
this tuning is both local and sparse (Xiao et al., 2003, 2007).
Accurate classification and reconstruction need not arise from an
underlying classic columnar architecture, but it does indicate that
there are neurons with different color selectivities that are ar-
ranged inhomogenously, leading to a bias in color preferences as
measured at the resolution of the fMRI voxels. A similar conclu-
sion was reached by Parkes et al. (2009). A visual area with a low
decoding accuracy, however, might nonetheless have a large pop-
ulation of color-selective neurons. The accuracy might be low
because the SNR of the measurements was poor or because neu-
rons with different color selectivities are evenly distributed within
each voxel, yielding no differences in the responses to the differ-
ent stimulus colors. In addition, the statistics associated with the
accuracies can be misleading. Decoding accuracies from VO1 and
LO2 were similar, but decoding from VOI1 was significantly
above chance whereas decoding from LO2 was not statistically
significant. It would be incorrect to conclude, because of small
differences straddling a threshold for statistical significance, that
VOI represents color in its distributed pattern of responses,
whereas LO2 does not. We therefore complemented the conven-
tional classification approach with two additional analyses: for-
ward modeling and PCA.

Decoding accuracies obtained with the forward model were
comparable with conventional classification. In addition, the for-
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Table 2. Mean response amplitudes
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df Vi V2 V3 V4 Vo1 Lo1 102 V3AB MT+
A
01 7,183 (0.59) (032) (0.28) (0.66) (0.44) (0.52) (0.71) (0.68) (057)
p=1076 p =095 p=09 p=070 p=1088 p=082 p =066 p =069 p=1078
02 7,431 (138) (0.42) 0.18) (0.05) (0.44) 0.06) (033) (0.23) (0.26)
p=02 p=089 p=099 p=099 p=1088 p=1099 p=1094 p=1098 p=1097
03 7,215 (177) (0.81) (0.90) (0.67) (0.93) (0.34) (0.20) (0.84) (139)
p =010 p=058 p=051 p=070 p=1048 p=094 p=1098 p=1056 p=1021
04 7,239 (193) (1.68) (137) (2.25) (131) (1.10) (0.98) (0.82) (3.38)
p=007 p=01 p=022 p=0.03 p=1025 p=1037 p =045 p=057 p=0.00
05 7,191 (0.53) 0.17) (021) (0.25) (0.67) (031) (1.85) (030) 0.64)
p=081 p=099 p=098 p=097 p=1070 p =095 p =008 p =095 p=072
Combined 7,143 (1.45) 0.66) (027) (0.12) (0.18) (0.89) (0.68) (1.13) (0.25)
p=019 p=070 p=09 p=099 p=1099 p=1052 p=068 p =006 p=1097
B
01 0.21 0.1 0.18 0.13 0.11 0.11 0.14 0.14 0.04
02 0.2 0.1 0.20 0.20 0.17 0.14 0.19 0.11 0.14
03 0.16 0.18 0.10 0.15 0.15 0.14 0.15 0.10 0.18
04 0.1 0.09 0.16 0.20 0.14 0.11 0.07 0.13 0.13
05 0.15 0.14 0.13 0.10 0.08 0.07 0.08 0.08 0.18
Combined 0.16 0.16 0.14 0.18 0.07 0.11 0.07 0.11 0.13

A, F statistics (parentheses) and p values for a one-way ANOVA analysis between the mean response amplitudes evoked by the different colors, across ROIs and observers. Significant results ( p << 0.05) are shown in bold. First column
represents the degrees of freedom per observer and the degrees of freedom for the combined analysis. Only in two cases (observer 04, V4, and MT+) were there significant differences between the mean response amplitudes evoked by the
different colors. Nosignificant differences were found when the data were combined across observers (bottom row). B, Decoding accuracies when attempting to classify colors on the basis of mean response amplitudes. For all areas, decoding
accuracies are at or near chance, with accuracies significantly higher than chance only in a handful of observers/ROls (two-tailed permutation test, p << 0.05, shown in bold).

ward model enabled decoding and reconstructing novel stimulus
colors that were excluded from training. An analogous model-
based approach has been shown to be capable of classifying novel
natural images from cortical activity (Kay et al., 2008). Recon-
structing stimuli directly from brain activity has also been dem-
onstrated for binary black and white patterns (Miyawaki et al.,
2008). We applied a much simpler forward model, designed only
to capture color tuning, allowing us to reconstruct any color from
observed patterns of activity, and compare these reconstructed
colors with the actual stimulus colors.

The dissociation between the decoding results and the princi-
pal components analysis provides the basis for our main conclu-
sion that there must be a transformation from the color
representation in V1 to thatin V4 (and adjacent VO1). Our stim-
uli varied in hue, around a circle in color space. We therefore
focused on the first two principal components that suffice to span
a subspace containing a circle. The scores of the first two PCA
components from V4 revealed a progression through perceptual
color space that was not self-intersecting. This was not the case in
V1, although decoding was more accurate in V1 than in V4. In
fact, no combination of V1 components (nor in any visual areas
other than V4 and VO1), which explained a substantial portion of
variance in the response amplitudes, showed a reliable progres-
sion through color space. This dissociation could not have been
attributable to higher SNR in V4 than in V1, which would have
yielded higher decoding accuracy in V4 than in V1 (opposite of
what was observed). Likewise, it could not have been attributable
to alarger subpopulation of color-selective neurons in V4 than in
V1, which would have contributed to higher SNR in V4 than in
V1, again yielding higher decoding accuracy in V4 than in V1, nor
could it have been attributable to greater spatial inhomogeneity
of color selectivities in V4 than in V1 for the same reason. It is infor-
mative that the first two scores (the main source of variation) of V4
and VOLI activity showed this progression through color space. This
would not have occurred if these areas exhibited noisy responses or
weak color selectivity. The fact that the main source of response
variation in V4 showed a clear progression through perceptual color

space supports the hypothesis that V4 neurons are hue tuned in a
manner very similar to our proposed forward model.

Obviously, the lack of progression in the early visual areas (in
particular V1) should not be taken as an indication that these
areas are colorblind. Numerous studies have reported the exis-
tence of chromatic signals within most visual areas, using a vari-
ety of techniques (Dow and Gouras, 1973; Gouras, 1974; Yates,
1974; Thorell et al., 1984; Kleinschmidt et al.,1996; Engel et al.,
1997; Kiper et al., 1997; Johnson et al., 2001; Shipp and Zeki,
2002; Solomon and Lennie, 2007). An alternative model of color
selectivity, based on cone-opponent tuning rather than hue tun-
ing, reproduced many features of the non-circular and self-
intersecting color space derived from the V1 PCA scores.

The decoding of novel colors with the forward model pro-
vided supporting evidence for a perceptual color space represen-
tation in V4 (and VO1) but not in the other visual areas
(including V1). When all colors were included during training,
decoding accuracies from V1, V2, and V3 were higher than V4.
However, although decoding accuracies from V4 were unaffected
by removing the test color during training, we found a significant
drop in the decoding accuracies from V1, V2, and V3. Hence, the
spatially distributed representations of color in V4 supported
“interpolation” to decode a stimulus color based on the responses
to perceptually similar colors. These results are predicted by the
hypothesis that the spatially distributed pattern of activity evoked
by a test color in V4 was approximately halfway between those
evoked by the two perceptually flanking colors. This difference
across visual areas cannot be attributable to a better fit of the
forward model in V4 because the decoding accuracy was higher in
V1 than in V4 when all colors were used during training.

The experimental colors used in the present study were chosen
from an isoluminant plane within the CIE L*a*b* space, restricting
the dynamic range of the colors. Therefore, the stimuli did not rep-
resent the best perceptual exemplars of the unique hues. As such, it is
conceivable that our results actually underestimated the decoding
(as well as clustering and progression measures) obtainable from
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visual areas encoding perceptual hues, because the stimuli did not
maximize differences and uniqueness in perceptual color space.

Nonetheless, our results support the hypothesis that V4 and
VOI play a special role in color vision and the perception of
unique hues (Stoughton and Conway, 2008). In particular, ma-
caque physiological recordings have found color-biased spots
(“globs”) in posterior inferior temporal cortex (encompassing
V4) in which a large proportion of the cells exhibit luminance
invariant color tuning (Conway et al., 2007) and a tendency to be
tuned more frequently to unique hues (Stoughton and Conway,
2008). The spatial distribution of neural activity in these ventral
stream cortical areas, at least when measured at the spatial scale of
fMRI voxels, exhibits a strong and reliable dependence on varia-
tions in stimulus color that covaries with perceived color.
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