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Medial Superior Olivary Neurons Receive Surprisingly Few Excitatory and Inhibitory Inputs with Balanced Strength and Short-Term Dynamics
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Neurons in the medial superior olive (MSO) process microsecond interaural time differences, the major cue for localizing low-frequency sounds, by comparing the relative arrival time of binaural, glutamatergic excitatory inputs. This coincidence detection mechanism is additionally shaped by highly specialized glycineric inhibition. Traditionally, it is assumed that the binaural inputs are conveyed by many independent fibers, but such an anatomical arrangement may decrease temporal precision. Short-term depression on the other hand might enhance temporal fidelity during ongoing activity. For the first time we show that binaural coincidence detection in MSO neurons may require surprisingly few but strong inputs, challenging long-held assumptions about mammalian coincidence detection. This study exclusively uses adult gerbils for in vitro electrophysiology, single-cell electroporation and immunohistochemistry to characterize the size and short-term plasticity of inputs to the MSO. We find that the excitatory and inhibitory inputs to the MSO are well balanced both in strength and short-term dynamics, redefining this fastest of all mammalian coincidence detector circuits.

Introduction

The bipolar neurons of the medial superior olive (MSO) process interaural time differences (ITDs), a cue for localizing low-frequency sounds sources in the azimuthal plane, using a coincidence detection mechanism (Goldberg and Brown, 1969; Yin and Chan, 1990; Brand et al., 2002). Operating on microsecond timescales, these neurons perform the fastest and most precise coincidence detection in the mammalian brain. Coincidence detection in the MSO involves the integration of a set of excitatory inputs arising from the anterior ventral cochlear nucleus, and inhibitory inputs predominantly arising from the medial nucleus of the trapezoid body (MNTB) (Fig. 1). Additionally, the lateral nucleus of the trapezoid body (LNTB) contributes a minor inhibitory input to this circuit. The temporal alignment of these inputs are vital to maintaining physiologically relevant ITD coding (Brand et al., 2002; Pecka et al., 2008).

Coincidence detector neurons employ different input strategies to establish and maintain fine temporal precision. Octopus cells (Golding et al., 1995; Oertel et al., 2000) and neurons in the chick nucleus laminaris (NL) (Reyes et al., 1996; Agmon-Snir et al., 1998; Kuba et al., 2002, 2006; Cook et al., 2003) integrate a large number of small, independent fiber inputs. In contrast, the endbulb of Held synapses on bushy cells operate with a minimal number of large excitatory input fibers (2–3 per cell) (Joris et al., 1994; Xu-Friedman and Regelh, 2005). In all of these coincidence detector circuits, synaptic short-term depression (STD) is key to maintaining temporal precision (Kuba et al., 2002; Cook et al., 2003; Yang and Xu-Friedman, 2008). As yet, the synaptic basis of the fastest of all mammalian coincidence detector nuclei, the MSO, is unknown. This lack of precise biophysical data on mammalian binaural coincidence detection has resulted in computational models with diverse estimates of input number and strength (Kempfer et al., 1998; Brand et al., 2002; Cook et al., 2003; Grau-Serrat et al., 2003; Kuba et al., 2006; Ashida et al., 2007).

Neurons in the MSO have a low input resistance (Magnusson et al., 2005; Scott et al., 2005; Chirila et al., 2007), suggesting that large synaptic currents are required for action potential (AP) generation and for inhibitory inputs to have a significant impact. This assumption is supported by ultrastructural evidence for multiple active zones on both excitatory and inhibitory synaptic boutons contacting the MSO (Clark, 1969; Lindsey, 1975; Kiss and Majorossy, 1983; Bruno-Bechttold et al., 1990; Kapfer et al., 2002). Furthermore, all upstream synapses of this circuit are calycal, and a large synapse on the circuit’s output neuron would maintain time delay information by reducing synaptic jitter. In vivo studies show that MSO neurons can fire at very high rates, locking precisely to the phase of pure tones (Brand et al., 2002). Thus, given this circuit relies on temporally precise inhibition and excitation (Brand et al., 2002; Pecka et al., 2008), we expect these inputs to behave similarly during high-frequency stimulation in vitro. Therefore, we hypothesize that the recruitment of a
Figure 1. Schematic drawing of the binaural coincidence detection pathway for low-frequency sounds in the mammalian brainstem. Neurons in the MSO receive bilateral excitatory and inhibitory inputs via the cochlear nuclei (CN) and the MNTB and LNTB, respectively.

set of strong and fast synaptic inputs establishes the presynaptic basis for the exquisite coincidence detection in MSO neurons.

Materials and Methods

Slice preparation. All experiments complied with institutional guidelines, national and regional laws. Slices were prepared from male and female Mongolian gerbils (Meriones unguiculatus). Animals were decapitated and brains were removed in dissection solution containing (in mM) 50 sucrose, 25 NaCl, 25 NaHCO3, 2.5 KCl, 1.25 NaH2PO4, 3 MgCl2, 0.1 CaCl2, 25 glucose, 0.4 ascorbic acid, 3 myo-inositol and 2 Na-pyruvate (pH 7.4 when bubbled with 95% O2 and 5% CO2). Subsequent to the removal of the brain, horizontal or transverse brainstem slices containing the MSO and the MNTB were taken with a VT1200S vibratome (Leica). In the horizontal preparation the most ventral section was discarded to restrict the recordings to the low-frequency region. Slices were incubated in recording solution (same as slice solution but with 125 mM CsCl, 25 mM sucrose and 2 mM MgCl2) for 30 min at 36°C for 45 min, bubbled with 5% CO2 and 95% O2.

Electrophysiology. The electrophysiological properties of MSO neurons and the time course of their inputs are developmentally regulated and a dependency on the recording temperature has been reported (Smith et al., 2000; Magnusson et al., 2005; Scott et al., 2005; Chirila et al., 2007). To obtain quantitative estimates comparable to the function described by in vivo physiology, we restricted our in vitro circuit analysis to acute horizontal brain slices (90–120 μm thickness) from adult [postnatal day (P) 60–100] Mongolian gerbils. Unless otherwise stated, all experiments were performed at near physiological temperature (34–36°C), maintained by an in-line (SF-28) and bath chamber heater (PH-1; Warner Instruments, Biomedical Instruments) and monitored with a temperature probe placed directly by the slice. After incubation slices were transferred to a recording chamber attached to a microscope (BX50WI; Olympus) equipped with gradient contrast illumination (Luigs and Neumann) and continuously perfused with recording solution. Cells were visualized and imaged with a TILL Photonics system composed of an Imago CCD camera, a monochromator and its control unit. Voltage-clamp whole-cell recordings were performed using an EPC10/2 amplifier (HEKA Elektronik) on visually identified MSO neurons. Access resistance was compensated to a residual of 2.5–3 MΩ; data were acquired at 20–50 kHz and filtered at 3–4 kHz. Synaptic currents were evoked by local stimulation of available afferent fibers with a glass electrode filled with incubation solution. We then probed the vicinity (40–150 μm) of a patched MSO neuron with this monopolar stimulation electrode for stably activatable input sites. To stimulate fibers a voltage pulse was generated by the EPC10/2 amplifier (HEKA Elektronik) and postamplified 10 times by a linear stimulus isolator (A395; World Precision Instruments). All protocols were repeated at least 3 times for each cell. To allow for full recovery of the response, repetitions of single pulses were delivered in 7 s intervals and stimulus trains with intervals of 15–20 s.

Glycineric IPSCs were recorded in the presence of DNQX (20 μM), d-APV (50 μM) and SR95531 (10 μM). AMPA receptor (AMPA-R)-mediated glutamatergic EPSCs were isolated using d-APV (50 μM), strychnine (0.5 μM) and SR95531 (10 μM). The intracellular solution used to record EPSCs was (in mM): 130 Cs-glucuronate, 10 Cs-HEPES, 20 tetraethylammonium (TEA)-Cl, 3.3 MgCl2, 2 Na2-ATP, 0.3 Na2-GTP, 3 Na2-phosphocreatine, 5 Cs-EGTA and 5 QX-314 [N-(2,6-dimethylphenylcarbamoylmethyl)triethylammonium bromide] with 50–70 μM Alexa Fluor 488 and for IPSCs (in mM): 105 Cs-glucuronate, 26.7 CsCl, 10 Cs-HEPES, 20 TEA-Cl, 3.3 MgCl2, 2 Na2-ATP, 0.3 Na-GTP, 3 Na2-phosphocreatine, 5 Cs-EGTA, and 5 QX-314 with 50–70 μM Alexa Fluor 488, leading to 50 mM final Cl– concentration. Intracellular solutions were adjusted to pH 7.2 with CsOH. For current-clamp recordings the internal solution consisted of (in mM): 145 K-glucurate, 5 KCl, 2 Mg-ATP, 2 K-ATP, 0.3 Na2-GTP, 7.5 Na2-phosphocreatine, 15 HEPES and 5 K-EGTA with 50–70 μM Alexa Fluor 568. In general, no liquid junction potential correction was made. The conductance (G) of synaptic currents was calculated using the equation G = IV, where I is the recorded current (both mPSC and PSC) and V is the driving force. Since cells were held at −60 mV during recordings we calculate a 70 mV driving force for AMPA-R-mediated currents. For glycinergic Cl– currents we measured the reversal potential at ~−15 mV, resulting in a 45 mV driving force (data not shown).

Electroporation. Single-cell electroporation was performed as described recently (Rautenberg et al., 2009) on transverse brain slices (240 μm thickness) containing the MNTB and MSO of P20–P25 gerbils. A patch pipette (size corresponding to 4–5 MΩ), loaded with either Alexa FluorTM 488 sodium hydrate or its 568 analog (1 mM, Invitrogen), was pressed onto the surface of visually identified MSO neurons and a single 18- to 22-ms-long voltage pulse (15–22 V) was applied. The voltage pulse was generated by an EPC10/2 amplifier (HEKA Elektronik) and postamplified 10 times by a linear stimulus isolator (A395; World Precision Instruments). After ~1 min the dye appeared evenly distributed within the cell soma and dendrites. During electroporation the slices were perfused continuously with incubation solution at room temperature. Slices containing 1% and 4% parafomaldehyde and left overnight. After two 5 min washes with PBS (pH 7.4), sections were stained for Nissl. After confocal reconstruction of the area in question, the fibers were traced off-line from their terminus in the MSO to the originating cell in 3D through high-resolution Z-stacks.

Immunohistochemistry and confocal microscopy. Immunohistochemistry was performed in tissue from animals aged between P22 and P30. The animals were anesthetized (0.5% chloral hydrate, 0.2 mL/10 g of body weight) and perfused with PBS containing 0.1% heparin and 155 mM NaCl for ~10 min before switching the perfusion to 4% paraformaldehyde. After a 45 min perfusion the brains were removed and postfixed overnight. Brains were washed twice in PBS and coronal brain slices of 40–60 μm thickness were taken with a VT1000S vibratome (Leica). Standard immunohistochemistry procedures were performed on free-floating slices using primary antibodies (Abs) for calretinin (CR) (monoclonal anti-mouse AB, clone 6B3 or polyclonal anti-rabbit AB, catalog #7699/3H; Swant), calbindin (CB) (monoclonal anti-mouse AB, clone 300, polyclonal anti-rabbit AB, catalog #CB38a; Swant), parvalbumin (PV) (polyclonal anti-rabbit AB, catalog #PV 28; Swant), glycine transporter type 2 (GlyT2) (polyclonal anti-guinea pig, catalog #AB1733; Millipore), synaptic vesicle protein 2 (SV2), monoclonal mouse AB; Developmental Studies Hybridoma Bank, University of Iowa, Iowa City, IA), Rab3A (monoclonal anti-mouse AB, clone 42.2; Synaptic Systems) and microtubule-associated protein 2 (MAP-2) (polyclonal anti-chicken AB, catalog #CH22103; Neuromics, Acris Antibodies). In some cases Nissl-i-red was used instead of MAP-2 staining to delineate the somatic region of neurons. Secondary Abs were applied the following day for 2 h at room temperature. These were conjugated with either Alexa Fluor 488, Alexa Fluor 633 (Invitrogen) or Cy3 (Dianova). Slices were mounted in Vectashield medium (H-100; Vector Laboratories Inc., AXXORA) and confocal scans were taken with a Leica SP System. Images were acquired with a 25× or 63× objective (0.75 or 1.32 numerical aperture, respectively), leading to a pixel size between 781 nm2 and 310 nm2.

Data and statistical analysis. Image stacks were processed with ImageJ, MetaMorph (Universal Imaging Corp., Visiion Systems GmbH), and Neuroulcida (MBF Bioscience) to extract varicosity number and synaptic number by eye. For Figure 7 (see below), the acquired images were further processed in NIH Image 1.37k (National Institutes of Health) as described by Werth et al. (2008). Individual cell processes visible on each optical section of MAP-2 staining were followed through the stack and labeled with the paintbrush tool. Subsequently, the region outside the paintbrush label was digitally deleted. We refer to this process as digital extraction. Currents were analyzed in IGOR Pro (WaveMetrics
Miniature PSCs were extracted by a custom written template matching routine provided by Dr. Holger Taschenberger (Max-Planck-Institute for Biophysical Chemistry Göttingen, Germany) (Taschenberger et al., 2005). Results are presented as mean ± SEM. Statistical significance was determined using Student’s t test with a significance threshold of p < 0.05.

Results

To allow for a comparison with in vivo studies, our in vitro electrophysiology was performed on mature gerbils (2–3 months of age) and carried out at near physiological temperature (34–36°C).

A balance between excitatory and inhibitory short-term plasticity at adult MSO synapses

To test for a balance between excitatory and inhibitory inputs on the synaptic level, we evoked pharmacologically isolated AMPA-R- and glycine-R-mediated synaptic currents in MSO neurons in whole-cell voltage-clamp. We applied 10-pulse fiber stimulation trains at frequencies ranging from 0.5–300 Hz. Examples of 2 Hz and 100 Hz trains of AMPA-R-mediated EPSCs are shown in Figure 2A. Figure 2B shows the same stimulation frequencies for glycinergic IPSCs. We consistently found pronounced STD, calculated from first-peak normalized trains of EPSCs and IPSCs, in a frequency-dependent manner (Fig. 2C, D). To compare the STD between EPSCs and IPSCs, we first analyzed the steady-state depression (Fig. 2E; n = 8–9 for EPSC and n = 10–13 for IPSC). We note here that in some cells the depression curves could not be unambiguously analyzed at high frequencies. Nevertheless, both types of inputs depress similarly over the frequency range tested, depressing already at low frequencies of 0.5 Hz (~10%) and reaching ~70% of depression from initial values at stimulation frequencies above 200 Hz.

To further assess similarities in STD between excitatory and inhibitory inputs we analyzed the kinetics of depression. First we plotted, for each cell, the averaged PSC peaks from the stimulus trains against pulse number, and fit the decay with an exponential function. The population average as a function of stimulation frequency is shown in Figure 2F. Both excitatory and inhibitory inputs depress with similar kinetics. During low-frequency stimulation maximal depression is reached after 2–3 stimulation pulses, and at higher frequencies both input types display a relative deceleration into the depression

Figure 2. Short-term plasticity of excitatory and inhibitory inputs to MSO neurons. A, Example of excitatory AMPA-R-mediated responses to 10 stimulations at low (2 Hz, left) and high (100 Hz, right) frequency. Left, solid lines represent the response to the first and last stimulus. B, Same as A but for inhibitory, glycinergic currents. C, Normalized excitatory response profile to different stimulation frequencies. From top to bottom, filled circles, 0.5 Hz; open circles, 2 Hz; filled circles, 10 Hz; open squares, 100 Hz. D, Same as C but for inhibitory responses. E, Steady-state depression of EPSCs (open symbols; n = 8–9) and IPSCs (solid symbols; n = 10–13) as a function of stimulation frequency. F, Kinetics of depression of EPSCs and IPSCs (same symbols as in E) as a function of stimulation frequency. τ_depr. was determined by a single exponential fit to the response profile of each stimulation frequency from each cell. G, Example of EPSC response to the stimulus paradigm used to determine the recovery from depression. Fifteen pulses at 200 Hz were followed by a test pulse at differing ISIs. H, Normalized excitatory responses to three ISIs as a function of stimulus time. I, The recovery from depression of excitation (closed symbols; n = 9) and inhibition (open symbols; n = 9). Dotted lines indicate baseline depression reached at steady state after 15 pulses applied at 200 Hz, gray for EPSCs, black for IPSCs.
(\sim 4\text{ pulses}), which is overcome at the highest stimulation frequencies tested (Fig. 2F).

We next investigated the apparent recovery from depression for excitatory and inhibitory inputs. We used a 200 Hz train of 15 pulses to depress the synapses into steady state and applied a test pulse at varying interstimulus intervals (ISIs) ranging from 10 ms to 5 s (Fig. 2G,H). The ISIs used were selected to ensure that majority of the time course of the recovery from depression was detected. At the end of the stimulus train the EPSCs ($n = 9$) and IPSCs ($n = 9$) depressed to an average of \sim 26\% of the initial value (Fig. 2I, dotted line), and both input types recovered with a similar profile (Fig. 2I). After the longest ISI of 5 s, EPSCs recovered to 87 \pm 4\% and IPSCs to 84 \pm 3\% of their initial values. Together these data indicate that the apparent short-term plasticity (STP) of excitatory STD from either saturation or desensitization (supplemental Fig. S1, available at www.jneurosci.org as supplemental material) it is likely that these similarities are expressed presynaptically.

**Size and strength of excitatory fibers to MSO neurons**

As stated, we hypothesize that single fibers to MSO neurons should convey a substantial input. Input size and/or strength can be defined as the quantal content ($Q$) of vesicles released by a presynaptic AP, or as its corresponding conductance. More dynamically, synaptic strength can be expressed as release probability ($p$), if the number of releasable vesicles (the pool: $n$) is known. We therefore investigate the strength of synaptic inputs to MSO neurons by estimating the quantal, fiber and pool size of excitatory inputs.

Spontaneous EPSCs were recorded (Fig. 3A), and extracted for each cell to generate a frequency histogram of peaks (Fig. 3B). This was fit with a Gaussian function (Fig. 3B) to determine the mean peak amplitude and the coefficient of variation (CV) of these spontaneous EPSCs. These events had an average peak of 53 \pm 0.3 pA ($n = 13$) with a CV of 0.46 \pm 0.03. These values were not significantly different from miniature EPSCs (mEPSCs) recorded in the presence of TTX ($n = 6$, $p > 0.05$, data not shown). Thus, in the following the spontaneous EPSCs are regarded as mEPSCs. In the cells where spontaneous EPSCs were recorded ($n = 13$), we evoked EPSCs with decreasing stimulus intensities (10 or 5 V steps from 80 to 0 V), to estimate the fiber size. We routinely obtained step-like changes in the amplitude of evoked EPSCs (Fig. 3C,D), and for each cell estimated the number of steps, the total current, and the average step size of the evoked EPSCs (Fig. 3D arrows, E). Since there were no significant differences ($p > 0.05$) between the fiber properties estimated using 10 and 5 V stimulation intensity increments, the data were pooled. The total current that could be elicited at a given stimulation site ranged between 3.5 and 19 nA (8.45 \pm 1.09 nA, with a SD of 3.7 nA; $n = 13$) from single average step sizes of between 2 and 8.8 nA. The average fiber current for a given cell was calculated by dividing the maximal evoked current by the number of estimated steps (average step number 3.3 \pm 0.3 with a range between 2 and 5 and a SD of 0.95; Fig. 3E), yielding an average EPSC per fiber of 2.59 \pm 0.28 nA. This number was additionally confirmed with a classical minimal stimulation experiment (2.13 \pm 0.64 nA; supplemental Fig. S2, available at www.jneurosci.org as supplemental material). From all experiments where an average fiber size was esti-
On average, we find an apparent pool size for a given excitatory fiber of 118 ± 16 vesicles (Fig. 3J). In addition, the average release probability, 0.45 ± 0.03, was estimated from the size of the vesicle pool and the quantal content (Schneggenburger et al., 1999; Oleskevich et al., 2004).

So far we have provided an estimate for the lower bound of the total excitatory postsynaptic strength. To determine the physiological postsynaptic impact of these excitatory inputs, we next investigated the number of fibers required for AP generation in MSO neurons. We were able to obtain both on-cell and whole-cell recordings from the same neurons and measure the size of pharmacologically isolated AMPA-R-mediated currents that correlate with AP generation in adult MSO neurons.

In on-cell configuration we located a stable, phasic stimulation site and varied the stimulation intensity (Fig. 4A). In the example in Figure 4, a 45 V stimulus elicited “EPSP” waveforms with a small peak and afterhyperpolarization (AHP) amplitude. A 50 V stimulus intensity reliably elicited larger voltage deflections, exhibiting a small kink in the rising phase (Fig. 4A, arrow), a faster repolarization and a larger AHP amplitude. To classify these events, we plotted, for each cell, the peak vs AHP amplitude of the voltage deflections (Fig. 4B). According to their clustering in this plot, we separated these different waveforms as fail, EPSP, and AP accordingly (Fig. 4B,C). Plotting the elicited event type and the stimulation strength against the trial number for the example cell in Figure 4 revealed that AP events occur at 50 V stimulation strength and EPSP events occur at 45 V (Fig. 4C). Once a stimulation threshold for evoking AP events was established in the on-cell configuration, we broke into the cell and recorded the AMPA-R-mediated EPSCs elicited by the same stimulus intensities at the same stimulation site in whole-cell voltage-clamp mode. We found step-like increases in EPSC amplitude that we termed accordingly $I_{\text{fail}}$, $I_{\text{EPSP}}$, and $I_{\text{AP}}$ (Fig. 4D). When plotting the EPSC peak amplitude and the event type as a function of the stimulation strength the EPSCs between 2 and 5 nA correlate predominantly with EPSP events. For the example cell (Fig. 4) the fiber failed to be activated in some stimulation trials during the recordings in whole-cell mode. To reliably elicit AP events only, a 6 nA EPSC was required. In a total of 5 such recordings, EPSP events were correlated to an average EPSC peak of 2.6 ± 0.5 nA (Fig. 4G, $n = 4$). To elicit an AP event, an average EPSC of 8.0 ± 1.7 nA was evoked with the same stimulus intensity (Fig. 4G, $n = 5$). In one cell no EPSP events could be obtained, consistent with the fact that no EPSC smaller than 5.2 ± 0.1 nA could be elicited (Fig. 4G, open circle). On average, the EPSC required to reliably elicit an AP corresponds to an estimated 2–4 excitatory fibers. Note that this number represents a lower bound of required excitatory inputs to this system.

Figure 4. Functional consequences of large excitatory fibers. A, On-cell recording of synaptic events at different stimulation intensities. Arrow indicates inflection during rise of the largest response type (AP event). B, Plot of peak vs AHP amplitude for all currents recorded from this cell. Black circles were classified as AP, gray circles as EPSP events. C, Event type as a function of trial number (round symbols). Stimulation strength is shown as a solid gray line. Filled symbols correspond to the traces shown in A, D, Whole-cell voltage-clamp response of the same cell, stimulation site and strength as in A–C. E, EPSC peak amplitude and the corresponding stimulation strength are plotted as a function of trial number. Solid symbols correspond to the traces shown in D. F, Average EPSC peak amplitude and event type of this example cell given as a function of stimulation strength. G, Average EPSC amplitude that corresponds to either EPSP or AP events. Gray symbols correspond to single cells; black symbols represent the population average ($n = 5$). Open symbol represents one cell where no EPSP events could be isolated (i.e., all trials were AP events).

On average, we find the overall average fiber size was 2.46 ± 0.26 nA ($n = 18$) with a SD of 1.09 nA. We can now infer the average quantal content of an excitatory fiber targeted to MSO neurons by dividing the average fiber size by the mEPSC quantal size for each cell. In order for this relationship to hold, it is important that transmitter release upon stimulation is phasic, as asynchronous release will lead to an underestimate of the fiber quanta. We find that the decay time of both mEPSCs (215 ± 11 ms) and maximum evoked EPSCs (271 ± 17 μs) were similar (Fig. 3F) indicating highly phasic release. Thus the average quantal content of an excitatory fiber could be readily estimated at 50 ± 4 vesicles (Fig. 3F, $n = 6$).

In the same cells we also estimated the average size of the apparent pool of vesicles. To do so, we applied a 15 pulse stimulation train at 200 Hz (Fig. 3G) and determined an average EPSC depression curve (Fig. 3H). We plotted the cumulative peak EPSC (Fig. 3I), and a linear fit to the steady state was back-extrapolated to the y-intercept to estimate the current that would be elicited from the release of all physiologically available and readily releasable vesicles (Schneggenburger et al., 1999; Oleskevich et al., 2004). Since we know for each cell the number of activated fibers and the mean quantal size, we can calculate the average apparent pool of vesicles per fiber by dividing the maximal releasable current by the fiber number and the quantal size.
The AP current threshold obtained from the experiments described above (Fig. 4) is more than twofold larger than previous reports have indicated (Scott et al., 2005; Chirila et al., 2007). In these earlier reports the current threshold was estimated from long step depolarizations, whereas the current thresholds derived from our experiments are based on EPSCs with extremely fast time courses (Fig. 2). To investigate the effect of these different stimulus waveforms on AP threshold, we performed whole-cell current-clamp recordings and injected either ramp stimuli (Fig. 5A) or 20 ms step depolarizations (Fig. 5B) of increasing amplitudes (from 500 pA increasing in 100 pA steps; n = 9).

To mimic the time course of mature EPSCs (Fig. 2), the ramp stimulus had a rise time of 150 μs and a decay time of 300 μs. The voltage response to ramp stimuli was called a simulated EPSP (simEPSP). The AP current threshold for simEPSPs (6.63 ± 0.25 nA) was significantly higher (p < 0.05, paired t test) than that of the step responses (4.26 ± 0.12 nA; Fig. 5A–C), and in close agreement with the AP current thresholds derived from synaptic stimulation in Figure 4 (8.0 ± 1.7 nA). The remaining discrepancy between the AP current threshold estimates from ramp stimuli and synaptic stimulations can be attributed to the large quantal content of excitatory fibers and a lack of additional leak conductances that normally accompany synaptic inputs. Importantly, the change in AP current thresholds between the ramp and step stimuli cannot be explained by a change in voltage threshold as they are the same (p > 0.05, paired t test); −36.64 ± 2.26 mV and −34.87 ± 2.02 mV for ramp and step stimuli respectively (Fig. 5D).

In general, the resting membrane potential of these cells also remained constant between step (−50.93 ± 1.16 mV) and ramp (−51.04 ± 1.13 mV) current injections (p > 0.05, paired t test). We calculated the input resistance of these neurons (4.95 ± 0.85 MΩ) and the membrane time constant (305.78 ± 74.29 ms) using an exponential fit to the initial decay of an average (400 repetitions at −5 pA) hyperpolarizing step (Fig. 5E; n = 8). These data were further used to estimate the average cell capacitance (69.82 ± 12.80 pF), a number in close agreement with previous morphological estimates (Rautenberg et al., 2009).

To confirm the classification of EPSPs and APs based on peak and AHP thresholds (Fig. 4B), these parameters were also analyzed for the ramp simEPSPs (Fig. 5F).

**Figure 5.** Influence of stimulus waveform on AP current thresholds. All sample data traces are from one cell. **A.** Top, Schematic of the smallest (500 pA) and largest (10 nA) ramp stimuli used below. Bottom, Whole-cell current-clamp simEPSP responses to the full range of ramp stimulus amplitudes. Black traces are the simEPSPs either side of threshold (7 nA). **B.** Top, Schematic of the smallest (500 pA) and largest (6.4 nA) step stimuli used below. Bottom, Membrane voltage deflections to the full range of step stimulus amplitudes. Black traces are the responses either side of threshold (4.2 nA). Inset, Extended time course of the initial part of the step responses. **C, D.** Current (C) and voltage (D) thresholds for AP generation using ramp (r thr.) and step (s thr.) stimuli. Linked open symbols correspond to single-cell values, bar graphs are population average. **E.** Input resistance (left) and membrane time constants (right). Open symbols correspond to single-cell values, bar graphs are population average. Inset, Example of an average response to the stimulus (see text; black trace) and the exponential fit used to calculate the time constant and input resistance (white trace, n = 8). **F.** Peak (filled circles) and AHP (open circles) amplitudes of traces in **A,** plotted versus the peak of the ramp stimulus. A sudden jump in membrane potential occurs at AP threshold. **G.** The peak versus AHP amplitudes as Δ from Vrest of the simEPSPs either side of threshold for all cells. Gray circles are subthreshold (sub.), black circles are suprathreshold (supa.) responses, connected for each cell. **H.** Δ voltage for peak and AHP amplitudes shown in **G.** Linked open symbols correspond to single-cell values, bar graphs represent the population average. **I.** The time to peak (from stimulus onset) of simEPSPs in **A** (ramp, black circles) and membrane voltage deflections in **B** (step, gray circles) plotted versus the injected current. **J.** Peak times as in **I,** averaged across all cells for subthreshold responses. Dotted lines indicate respective current thresholds; open circles are responses after the average threshold (n = 9).
As with the recordings in Figure 4, the peaks and AHP amplitudes of the simEPSPs either side of AP threshold separated the events of each cell into 2 distinct groups (Fig. 5G). Importantly, the change in AHP amplitude was the most consistently accurate indicator for detecting AP generation (Fig. 5G,H).

An analysis of the time from the onset of the ramp stimuli to the peak of simEPSPs (time to peak) revealed it remained constant with increasing stimulus current (from 326.30 ± 17.10 μs to 318.90 ± 24.53 μs, p > 0.05, paired t test). These time to peak values (Fig. 5I,J) are strikingly similar to the membrane time constant (Fig. 5E; p > 0.05). This indicates that the peak of the simEPSP is most likely unaffected by active conductances (Fig. 5I, black trace). In contrast, the time to peak of the membrane potential deflections elicited by step depolarizations sped up (from 769.17 ± 129.95 μs to 436.67 ± 8.33 μs, p < 0.05, paired t test), revealing an influence of additional active conductances (Fig. 5I, black trace).

Note that the time to peak for just subthreshold responses to the step current injections was ~100 μs longer than responses to ramp stimuli (Fig. 5F). This can effectively decrease the AP current threshold by allowing the membrane to charge over a longer period of time.

The size of inhibitory fibers to MSO neurons

After determining the fiber size, release probability and physiological strength of excitatory fibers, we sought to obtain similar estimates for the inhibitory inputs. This will enable us to determine whether the balance between excitation and inhibition observed during STP also holds for synaptic strength. We therefore repeated the same experiments as for the AMPA-R-mediated EPSCs (Fig. 3) for pharmacologically isolated glycinergic IPSCs (Fig. 6).

Amplitude distributions of extracted mIPSCs were characteristically skewed (Fig. 6A,B), with a CV of 0.63 ± 0.04 (n = 9), similar to previous reports (Smith et al., 2000). Due to this skew, we took the peak amplitude and decay of the average mIPSC from each cell (Fig. 6C), yielding a population average peak of 88 ± 12 pA and decay time constant of 1.36 ± 0.06 ms. We next estimated the strength of an average inhibitory fiber (Fig. 6D–F). On average, 2.6 ± 0.6 fibers were recruited at each stimulation site (Fig. 6F). The maximal evoked fiber current was 5.1 ± 1.3 nA (data not shown) and the average current calculated for a single fiber was 2.7 ± 1.1 nA (Fig. 6D–F). These findings were corroborated with minimal stimulation experiments (3.2 ± 0.8 nA; supplemental material). Fig. S3, available at www.jneurosci.org as supplemental material). Again, we could estimate the quantal content of an average fiber since the decay time constants for mIPSCs and evoked IPSCs (1.76 ± 0.13) were not significantly different (Fig. 6G; p > 0.05). The average quantal content was 26 ± 6 vesicles (Fig. 6K). The pool depletion paradigm was used to investigate the number of available inhibitory vesicles (Fig. 6H,I). By calculating from the IPSC depression curves (Fig. 6J) the cumulative maximal current amplitude (Fig. 6J), we determined an average apparent pool of 70 ± 18 vesicles per fiber (Fig. 6K). Therefore, the average pool of vesicles of an excitatory fiber is ~1.6 times that of an inhibitory fiber. However, the calculated inhibitory release probability of 0.38 ± 0.04 was not significantly different from the excitatory inputs (p > 0.05).

To allow for a physiologically relevant comparison of excitatory and inhibitory fiber strengths, we estimated the synaptic conductance (G) of the average fibers using the driving force for the respective synaptic currents (see Materials and Methods) and the actual current amplitudes. We calculate a mEPSC of 0.75 ± 0.5 nS and an excitatory fiber conductance of 37 ± 4 nS. Thus
∼90 nS of excitatory drive are required to elicit an AP. In comparison, we find an average mIPSG of 1.96 ± 0.27 nS, and an inhibitory fiber conductance of 58 ± 24 nS. Thus, despite the smaller pool size and quantal content of inhibitory fibers, their average fiber conductance exceeds the excitatory average conductance by ∼1.6-fold.

Next we sought to correlate our physiological estimates of the inhibitory input strength with the anatomy of the MSO inputs. Given single inhibitory inputs have a quantal content of ∼25 and a release probability of ∼0.4, each is expected to contain ∼60 release sites. EM studies identified up to three active zones in a single inhibitory bouton/varicosity (Clark, 1969; Lindsey, 1975; Kiss and Majorossy, 1983; Bruno-Bechtold et al., 1990; Kapfer et al., 2002). We therefore assume an average of 2–3 active zones per synapse, meaning each inhibitory fiber must possess 20–30 varicosities. To confirm this, we use single-cell electroporation of MNTB principal neurons, identified by their calyceal input (Fig. 7C). In total we reconstructed 8 fibers that terminated in the MSO with a total of 28 final branch segments (Fig. 7). All terminals targeted to the MSO were axon collaterals of fibers that save one, passed ventrally or dorsally the MSO were axon collaterals of fibers segments (Fig. 7). All terminals targeted to reconstructed 8 fibers that terminated in their calyceal input (Fig. 7C). In total we reconstructed 8 fibers that terminated in the MSO with a total of 28 final branch segments (Fig. 7). All terminals targeted to the MSO were axon collaterals of fibers that save one, passed ventrally or dorsally the MSO. The axon collaterals terminated in several branches of ∼85 μm in length, often in an arrangement parallel to the dendritic axis (medial-lateral) of the MSO (Fig. 7B, C). Final branches had an inter-tip distance of ∼35 μm (Fig. 7D), suggesting that each branch terminated on a single MSO neuron, since MSO somas are perpendicularly spaced (dorsal-ventral) ∼15 μm apart (Rautenberg et al., 2009). We counted the number of swellings in the MSO region of each branch and fiber, assuming that these swellings correspond to presynaptic varicosities as they appear identical to those identified in other regions of the brain (Shepherd et al., 2002; Zeilhofer et al., 2005). We counted 24–93 varicosities in the MSO region per fiber, with an average of 18 ± 1.2 per final branch (Fig. 7E). Together with the ultrastructural evidence for multiple release sites per synapse (Clark, 1969; Lindsey, 1975; Kiss and Majorossy, 1983; Bruno-Bechtold et al., 1990; Kapfer et al., 2002), this anatomically derived number matches well our physiological estimates of the number of presynaptic inhibitory release sites. Furthermore, we confirmed that one MNTB fiber innervates between 1 and 7 MSO neurons (Werthat et al., 2008).

We next determined the number of MNTB fibers that converge onto a single MSO neuron. To do so, we established an immunohistochemical marker that identifies MNTB neurons and their synapse location at MSO neurons, namely CB. First, inhibitory terminals were detected with colabeling for GlyT2 (Zafra et al., 1995; Friauf et al., 1999; Zeilhofer et al., 2005) and SV2, a presynaptic marker (Fig. 8A). We find that this inhibitory colabeling is mainly restricted to the soma of MSO cells (Clark, 1969; Kapfer et al., 2002). Similarly, there was substantial overlay of CB and GlyT2 at somatic regions (Fig. 8B). In contrast, CR only rarely colocalized with GlyT2, localizing instead to dendritic processes (Fig. 8C). This suggests that CB labels glycinergic inputs while CR is associated with nonglycinergic inputs. This differential expression was confirmed by a lack of colocalization of these two proteins (Fig. 8D). We furthermore show that the expression of CB and CR is restricted to presynaptic regions by their colabeling with presynaptic markers SV2 (Fig. 8E) and Rab3A (Fig. 8F). We find that the inhibitory calbindinergic input to the MSO derives predominantly from the MNTB, as excitatory fibers and nearly all cells in the LNTB express only parvalbumin and calretinin (Fig. 8G–I). Our characterization therefore establishes CB as an immunohistochemical marker that faithfully detects inhibitory inputs to MSO neurons.

Having established CB as a marker for predominantly MNTB-derived inhibitory inputs, we next estimated the number of inhibitory presynaptic varicosities by counting CB- and SV2-positive puncta on MSO neurons. We digitally extracted single MSO neurons (n = 7) and marked and counted all CB- and SV2-positive varicosities (Fig. 8J). On average, each MSO neuron had 47 ± 4 presynaptic inhibitory varicosities (Fig. 8K, inset).
staining.

CB-SV2 costained terminals had a length constant of 15.8 ± 2.5 µm, it can be inferred that nearly 50% of all inhibitory inputs are targeted to the MSO soma. However, since a small fraction of CR-positive varicosities might be inhibitory (deriving from the LNTB) we also counted the number of GlyT2-positive terminals on digitally extracted single MSO neuron; inset shows a zoom of the perisomatic region. Inhibitory inputs colabel for CB and SV2. K, Normalized distribution of the calbindinergic presynaptic varicosities as a function of distance (dist.) from soma center (black symbols correspond to the average distribution, open symbols represent single cells; n = 7). Dotted line indicates average dendritic length. Inset shows the number of calbindinergic presynaptic varicosities. norm. cum. event, Normalized cumulative event. Scale bars: A–F, 20 µm; G–I, 50 µm.

Discussion

This study provides new insight into the functioning of the fastest of all mammalian coincidence detectors. We find that coincidence detection in adult gerbils can occur with the integration of only 2–4 excitatory inputs. Both the excitatory and inhibitory inputs to the MSO are unusually strong and dynamically balanced, with a similar release probability and overall STP profile. Although single inhibitory fibers to MSO neurons impose a twofold larger conductance than excitatory fibers, we estimate from functional and anatomical data that each MSO neuron receives a minimum of 4–8 excitatory inputs and 2–4 inhibitory inputs, resulting in an equal overall postsynaptic conductance for both excitatory and inhibitory inputs (see summary scheme in supplemental Fig. S4, available at www.jneurosci.org as supplemental material).

From normalized cumulative frequency histograms of presynaptic varicosities, and that MNTB inputs to the MSO exhibit an average ~18 varicosities per final branch. Thus we estimate each MSO neuron receives input from 2 to 3 inhibitory fibers leading to a combined inhibitory conductance of ~150 nS. It has been suggested that STD supports fast coincidence detection of different excitatory auditory inputs by an adaptive mechanism that preserves time-delay information (Kuba et al., 2002, 2006; Cook et al., 2003; Grau-Serrat et al., 2003; Ashida et al., 2007). In the mammalian MSO, inhibition is crucial for the proper tuning of ITD sensitivity (Brand et al., 2002; Pecka et al., 2008) and it has been suggested that precisely timed inhibitory drive sets the time window for neuronal coincidence detection (Pecka et al., 2008). Thus, if STD supports coincidence detection, and if the inhibitory inputs to the MSO are temporally aligned to the excitation, both the excitation and inhibition should have similar STP profiles. Here we describe a balance in MSO neurons between excitatory and inhibitory varicosities, and that MNTB inputs to the MSO exhibit an average ~18 varicosities per final branch. Thus we estimate each MSO neuron receives input from 2 to 3 inhibitory fibers leading to a combined inhibitory conductance of ~150 nS. It has been suggested that STD supports fast coincidence detection of different excitatory auditory inputs by an adaptive mechanism that preserves time-delay information (Kuba et al., 2002, 2006; Cook et al., 2003; Grau-Serrat et al., 2003; Ashida et al., 2007). In the mammalian MSO, inhibition is crucial for the proper tuning of ITD sensitivity (Brand et al., 2002; Pecka et al., 2008) and it has been suggested that precisely timed inhibitory drive sets the time window for neuronal coincidence detection (Pecka et al., 2008). Thus, if STD supports coincidence detection, and if the inhibitory inputs to the MSO are temporally aligned to the excitation, both the excitation and inhibition should have similar STP profiles. Here we describe a balance in MSO neurons between excitatory and inhibitory varicosities, and that MNTB inputs to the MSO exhibit an average ~18 varicosities per final branch. Thus we estimate each MSO neuron receives input from 2 to 3 inhibitory fibers leading to a combined inhibitory conductance of ~150 nS. It has been suggested that STD supports fast coincidence detection of different excitatory auditory inputs by an adaptive mechanism that preserves time-delay information (Kuba et al., 2002, 2006; Cook et al., 2003; Grau-Serrat et al., 2003; Ashida et al., 2007). In the mammalian MSO, inhibition is crucial for the proper tuning of ITD sensitivity (Brand et al., 2002; Pecka et al., 2008) and it has been suggested that precisely timed inhibitory drive sets the time window for neuronal coincidence detection (Pecka et al., 2008). Thus, if STD supports coincidence detection, and if the inhibitory inputs to the MSO are temporally aligned to the excitation, both the excitation and inhibition should have similar STP profiles. Here we describe a balance in MSO neurons between excitatory and inhibitory varicosities, and that MNTB inputs to the MSO exhibit an average ~18 varicosities per final branch. Thus we estimate each MSO neuron receives input from 2 to 3 inhibitory fibers leading to a combined inhibitory conductance of ~150 nS. It has been suggested that STD supports fast coincidence detection of different excitatory auditory inputs by an adaptive mechanism that preserves time-delay information (Kuba et al., 2002, 2006; Cook et al., 2003; Grau-Serrat et al., 2003; Ashida et al., 2007). In the mammalian MSO, inhibition is crucial for the proper tuning of ITD sensitivity (Brand et al., 2002; Pecka et al., 2008) and it has been suggested that precisely timed inhibitory drive sets the time window for neuronal coincidence detection (Pecka et al., 2008). Thus, if STD supports coincidence detection, and if the inhibitory inputs to the MSO are temporally aligned to the excitation, both the excitation and inhibition should have similar STP profiles. Here we describe a balance in MSO neurons between excitatory and inhibitory varicosities, and that MNTB inputs to the MSO exhibit an average ~18 varicosities per final branch. Thus we estimate each MSO neuron receives input from 2 to 3 inhibitory fibers leading to a combined inhibitory conductance of ~150 nS. It has been suggested that STD supports fast coincidence detection of different excitatory auditory inputs by an adaptive mechanism that preserves time-delay information (Kuba et al., 2002, 2006; Cook et al., 2003; Grau-Serrat et al., 2003; Ashida et al., 2007). In the mammalian MSO, inhibition is crucial for the proper tuning of ITD sensitivity (Brand et al., 2002; Pecka et al., 2008) and it has been suggested that precisely timed inhibitory drive sets the time window for neuronal coincidence detection (Pecka et al., 2008). Thus, if STD supports coincidence detection, and if the inhibitory inputs to the MSO are temporally aligned to the excitation, both the excitation and inhibition should have similar STP profiles. Here we describe a balance in MSO neurons between excitatory and inhibitory varicosities, and that MNTB inputs to the MSO exhibit an average ~18 varicosities per final branch. Thus we estimate each MSO neuron receives input from 2 to 3 inhibitory fibers leading to a combined inhibitory conductance of ~150 nS. It has been suggested that STD supports fast coincidence detection of different excitatory auditory inputs by an adaptive mechanism that preserves time-delay information (Kuba et al., 2002, 2006; Cook et al., 2003; Grau-Serrat et al., 2003; Ashida et al., 2007). In the mammalian MSO, inhibition is crucial for the proper tuning of ITD sensitivity (Brand et al., 2002; Pecka et al., 2008) and it has been suggested that precisely timed inhibitory drive sets the time window for neuronal coincidence detection (Pecka et al., 2008). Thus, if STD supports coincidence detection, and if the inhibitory inputs to the MSO are temporally aligned to the excitation, both the excitation and inhibition should have similar STP profiles. Here we describe a balance in MSO neurons between excitatory and inhibitory varicosities, and that MNTB inputs to the MSO exhibit an average ~18 varicosities per final branch. Thus we estimate each MSO neuron receives input from 2 to 3 inhibitory fibers leading to a combined inhibitory conductance of ~150 nS.
Taken together, our data demonstrates that the circuit encoding azimuthal localization of low-frequency sound sources requires a minimal number of excitatory and inhibitory inputs with balanced STP. In contrast to octopus cells and models of the MSO/NL (Kempter et al., 1998; Brand et al., 2002; Cook et al., 2003; Grau-Serrat et al., 2003; Kuba et al., 2006; Ashida et al., 2007), only 2–4 large excitatory fibers per dendrite and 2–4 somatically located inhibitory fibers are required. The presence of highly specialized inputs to the MSO with unusually large and fast synaptic conductances fits well with the overall synaptic architecture of this binaural coincidence detection circuit.
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